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#### Abstract

The Prime 350-750 system embodies a number of novel architectural concepts which form the foundation for an efficient, powerful operating system: recursive/rentrant instruction set, firmware process dispatching, paged/segmented virtual memory, firmware stack management, and protection rings. Understanding these concepts and the way the software utilizes them is prerequisite to understanding Prime's product line today.
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## ADVANTAGES OF

## AN EMBEDDED OPERATING SYSTEM

- Efficient argument passing to the supervisor.
e Reentrant supervisor versus serially-reusable supervisor.
- User replaceability of supervisor components.


## WHY NOT EM NED

- Protection hardware is inadequate.
- Instruction set is not reentrant. '
- Address space is inadequate for sharing.
- PAGING is wholesaling of the physical adores space.
- Pages are uniform in size.
- Paging solves the main-memory placement problem for the operating system.
- Paging dentîits the operating system, and is usually invisible to the user.
- SEGMENTATION is wholesaling of the virtual address space.
- Segments are variable in size.
c Segments hold modules (programs or data).
- Segments facilitate adoress-space management (variable-sized modules; sharing).
- Segments facilitate access control (sharing; protected subsystems).
- Implied segment numbers shorten address fields and allow encap-s sulation of old programs. Can use R-mode m
- Segmentation benefits and is visible to the user.
- PAGING and SEGMMNTATION can be combined in a system, to gain the benefits of both.

SEGMENTS ARE DIVIDED INTC 4 GROUPS OF 1כ24 ('? 2 )

- DESCRIFTOR TABLE ADDRESS REG
(DTAp. Э-З)




## PROTECTION RINGS

- Fłerarchical ciomains of successively more restricted privilege.
 least restricted (operating system)
intermediate
(protected subsystems)
- Modules live in rings, and processes visit them.
- Four privilege is determined by who you are (what segment table you use) and by what ring you are in (what module you are executing).
- Segment descriptor (32 bits):


F segment fault if set
P physical address of page table (22 bits)
A. access allowed from ring l: execuite/read/write

B (reserved for access allowed from ring 2)
C. access allowed from ring 3; execute/read/hrite (all access is allowed from ring 0)

- The ring from which access is maje is carried along with every effective address computation.

Space is provided for the ring-of-access in all base registers, in the field adiress registers, and in indirect words.

- The ring 0 - - access beEins with the ring in which the process is Executing (the ring field of the $R P$ ).
- The ring-of-access is then weatened by the ring field in any base resíster, fìeldiaddress register, or indirect vord used in the effective ȧdress calculation.
- The final weakened ring number is then used to select the allowed access privileges from the segment descriotor.


## Identification

Protection of the Supervisor R. Montrose Graham


## Purpose

It is essential that certain supervisor procedures and data bases be totally inaccessable to a user. However, the supervisor must be callable by a user; and, when called, it must be able to access those protented segments which it needs to perform its function. Hence, a method of controlled entry to the supervisor is required, one which removes access restrictions for a group of segments as control passes to the supervisor. Further, it is desirable that the supervisor be protected from itself. Some segments of the supervisor are more sensitive than. the others. Access to these segments by the rest of the supervisor should be controlled in the same manner as user access to the supervisor. This minimizes the chance of disaster in the event of minor machine errors and bugs in the supervisor itself. In addition, it aids in testing new supervisor modules. Finally, the same protection mechanism should be extendable for use by the users in such situations as an instructor's grading program and a student.'s solution, where the relation between programs is analogous to the supervisor-user relationship. The following paragraphs describe a framework in which all of these goals can be achieved.

## Domains of Access, Rings, halls

The segments of a process are divided into a number of mutually exclusive subsets, called rings. A segment $\langle a>$, is in one and only one ring. If we write $\langle a\rangle \overline{\varepsilon R R(3)}$ we mean that $\langle a\rangle$ is in ring 3. It is helpful to. view these rings as annuli with the innermost ring being the hard core supervisor (see figure 1). The lines between rings are walls. The domain of access or segment $\langle a\rangle, D(a)$, is the union of the ring which contains <al and all outer rings. In figure $1, D(a)=R(3) \cup R(4)$ (ie., the union of ring 3 and ring 4). $D(a)$ is the set of all -segments which $\langle a\rangle$ may access. The complement of $D(a), R(2) \cup R(1)$ in figure 1 , is the set of segments to which $\langle a\rangle$ is denied any access. The hard core supervisor has access to all segments of the process. As control passes outward, access is denied for more and more segments, ie., the domain of access gets smaller. When control is in $R(i)$ we will say that the segments which are accessible are unlocked and those which are inaccessible are locked. Whenever control crosses a wall, the domain of access changes. Hence, when control passes from $R(i)$ to $R(i+1)$ all the segments in $R(i)$ have to be locked and when control passes from $R(i+1)$ to $R(i)$ all the segments in $R(i+1)$ have to be unlocked. Since
all segments within a ring have the same domain of access, procedures in the same ring may treely call eacn other. In figure $1,\langle a\rangle$ may call $\langle b\rangle$ and $\langle y\rangle$. On the other hand, we want controlled entry to $R(i)$ from $R(i+1)$. There are a number of entry points to proceaures in $R(i)$, called gates, to which a procedure in an outer ring may legally transfer control. When control crosses the wall between $R(i)$ and $R(i+1)$ the segments of $R(i)$ must be locked or unlocked depending upon the direction of crossing. In figure 1, suppose $\langle a\rangle \mid$ [ea] is a gate of $R(3)$. If $\langle d\rangle$ calls $\langle a\rangle\langle[e a]$ the segments $\langle a\rangle,\langle b\rangle, \ldots,\langle x\rangle$, and $\langle y\rangle$ have to be unlocked. If $\langle a\rangle$ then calls $\langle h\rangle$ the segments $\langle a\rangle$, $\langle b\rangle, \ldots,\langle x\rangle$ and $\langle y\rangle$ have to be locked since they are not in the domain of access of $\langle h\rangle$. Thus, if the locking and unlocking is to be achieved autonatically, crossing a wall in either. direction must be detected. The procedure segments in each ring are, in general, normal slave procedures which use a stack. The contents of this stack needs to be protected in outer rings. Hence, each ring has its own stack segment which is a member of the ring. When a wall is crossed stacks must be switched, i.e., as control passes through a wall into ring $i$, the stack pointer is changed to point to the stack associated with ring i. In summary, when a wall is crossed, 1) the crossing has to be validated, 2) a number of segments have to be locked or unlocked, and 3) the stack has to be switched.

Crossing a Wall
Crossing a wall in either direction is detected by a fault. There is a distinct descriptor segment, $D(i)$, associated witn each ring, $R(i)$. The contents of all the descriptor segments are identical, except possibly the access control bits, i.e., the kth descriptor in each $D(i)$ refers to the same segment. When zontrol is in $R(i)$ the descriptor base register , DBR, points to $D(i)$. The domain of access of a segment in Ríi) is defined by the access control bits of the descriptors in $D(i)$. Figure 2 shows the access control of the $D(i)$ for the example in figure 1. When control is in $R(i)$ only those procedures which are in $R(i)$ are marked procedure in $D(i)$. Any attempt to transfer control to a procedure wot in $R(i)$ results in a fault. In this fashion all crossings of a wall are detected. There are four different crossing situations:

1. Inward call; e.g., $\langle d\rangle$ calls $\langle a\rangle$ bste: our U-oode allows 2. Outward return; e.g., $\langle a\rangle$ returns to $\langle d\rangle$ 3. Outward call; e.g., $\langle a\rangle$ calls $\langle h\rangle$ 4. Inward return; e.g., <h>returns to $\langle a\rangle$
return inwared I

Inward crossings are detected by a directed fault and outward crossings are detected by an attempt-to-execute-data fault. When a wall is crossed and control passes to $R(i)$ the stack is switched and the DBR is set to point to $D(i)$. This changing of effective descriptor segment accomplishes the locking or unlocking of the appropriate segments. Each of the four crossing situations is described in detail below.

## Inward Call

If a directed fault occurs and the instruction which caused the fault is a transter type (tra, tze, ... but not rtd) then an inward call is being attempted. An inward call is legal only if the location to which control is being transferred is a gate. The processor status when the fault occurs gives the number of the calling segment (e.g., d $:=$ ) and the segment number and address of the entry point, (e.g., $a=1$ ea). From this information it is determined to what rings $d=$ and $a ;{ }^{\prime}$ belong (in figure 1, $d:=E R(4)$ and $a: \neq \doteq R(3)$ ). Associated with each ring, $R(i)$, is a gate list, $G(i)$ (which can be hash coded). The gate list for $R(i)$ contains a list of all gates to $R(i)$ and the ring from which each gate may be entered. In the example, if the pair $(a \div \mid e a, 4)$ is on $G(3)$ then $\langle d\rangle$ may call < $a\rangle$ | [ea]. When it has been determined that this is a valid invard call to $R(i)$, the stack is switched and the $D B R$ is set to point to $D(i)$. Execution of the faulting instruction is then completed.

## Outward Return

If an attempt-to-execute-data fault occurs and the instruction causing the fault is an rtd, then an outward return is being attempted. The number of the segment to which return is being attempted (e.g., d \#) is obtained from the machine conditions at the time of the fault. The ring number, $R(i)$, of this segment is then determined. If the segment descriptor in $G(i)$ is marked procedure, then the return is valid. In the example $\langle\mathrm{d}\rangle$ is in $R(4)$ and its descriptor in $D(4)$ is marked procedure. Recall that a procedure is marked procedure in the descriptor segment of the ring to which it belongs, marked data in the descriptor segment of all inner rings, and marked directed fault in the descriptor segment of all outer rings. After it has been determined that this is a valid outward return a flag is set in the stack which indicates that control is passing outward from this ring via an outward return. Then the stack is switched and the $D B R$ is set to point to $D(i)$. Execution of the faulting instruction is then completed.

## Outward Call

An outward call is berng attempted when an attempt-to-execute-data fault occurs and the instruction causing the fault is a transfer type (tra, tze, .... but not rtd). The outward call is validated in the same manner as the outward return. However, before the call can be completed, if the calling sequence includes arguments, the arguments must be moved into an area that is accessible by the procedure in the outer ring. Without making the rule that all arguments to an outward call must lie in an outer ring, which is undesirable, the caller may have indicated as an argument some location in a segment in the ring of the caller.

For example, if $\langle a\rangle$ calls $\langle h\rangle$ with two arguments one being in $\langle y\rangle$ and the second being in $\langle z\rangle$ then the argument in $\langle y\rangle$ must be moved to some segment which $\langle h\rangle$ may access. Therefore, before the call is completed all arguments which are not accessible by the called procedure will be moved into the stack belonging to the ring of the called procedure. Since there are a number of different types of arguments there are a number of different actions which may be required. The standard call provides for type information to be stored in the argument pointer (See Section BD.7.02). If the type code is 0 , it is assumed that the argument pointer is pointing to one word of information. If the type code is non-zero it indicates the structure of the argument. The number of different types which will be handled properly on an outward call is restricted to those which are defined as part of the standard system module interfaces (See Section BB.2). Any of the data, specifiers, or dope for any of the arguments which lie in a segment which is not accessible to the called procedure will be moved into the stack corresponding to the ring of the called procedure. A new argument list will be constructed in which the argument pointers will point to the appropriate new location of all data. Tnis argument list will also be placed in the stack of the called procedure. The location of the original argument list is saved in the stack of the caller for use when the called procedure returns (see below). In addition, the normal return point for this call is also saved for use in valıdating the return. A flag is set in the stack indicating that control is passing outward from this ring via an outward call. After this has bean done the stack is switched, the DBR is properly set, and the faulting instruction is then completed.

## Inward Retorn

If a directed fault occurs and the instruction which caused the fault is an rtd then an inward return is being attempted. The stack is switched first since it contains information which is needed to validate the inward return. The inward return is validated in the following fashion. The contents of the stack are examines to sea if the last outward transter of control from thas ring was a call rather than a return. If it was a call the address to which control is now attempting to transfer is compared with the normal return point for the previous call. If they match the inward return is valid. If they do not match a check is made to see if any of the arguments of the call were label data. Any arguments which were label data represent possible alternate return points. These addresses are compared with the address to which control is now attempting to transter. If a match is found then this is a valid invard return. If no match is found the return is invalid and appropriate error action 2 s taken. When it 2 s found that the inivard return 2 s valio, all arguments of the original outward call which had to be moved into the stack for accessibility are checked to see it they have been changed. Any arguments which have been changed by the called procedure must be moved back to their original position. If the original location of any of these arguments was in a read-only procedure a tault will occur during this process. This fault indicates the caller violated the reao. only restriction of the argument and approprate error action is taken at this point.

1. :


FIGURE 1: DIVISION OF THE SEGMENTS IN A PROCESS INTO SUBSETS, CALLED RINGS.

| R(4) | $\langle d\rangle$ $\langle h\rangle$ $\langle z\rangle$ | proc <br> slave access <br> proc <br> slave access <br> data <br> slave access | data <br> slave access <br> data <br> slave access <br> data <br> slave access | data <br> slave access <br> data <br> slave access <br> data <br> slave access |
| :---: | :---: | :---: | :---: | :---: |
| R(3) | $\langle\mathrm{a}\rangle$ <br> <b > <br> $\langle y\rangle$ <br> 111 $\langle x\rangle$ | directed <br> fault <br> directed <br> fault <br> master <br> access only <br> ! <br> master <br> access only | proc <br> slave access <br> .proc <br> slave access <br> data <br> slave access <br> data <br> slave access | data <br> slave access <br> data <br> slave access <br> data <br> slave access <br> data <br> slave access |
| R(2) | <g. | directed fault | directed fault | proc <br> slave access |

Figure 2: Access Controls in the $D(i)$ for figure 1.
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## 1. Introduction

In the past few years several well-known systems have implemented large virtual memories which permit the execution of programs exceeding the size of available core memory. These implementations have been achieved by demand paging in the Atlas computer [11], allowing a program to be divided physically into pages only some of which need reside in core storage at any one time. by segmentation in the B5000 computer (15). allowing a program to be divided logically into segments, only some of which need be in core, and by a combination of both segmentation and paging in the Honeywell 645 [3, 12] and the 184 36067 [2] for which only a few pages of a few segments need be available in core while a program is running.

As experience has been gained with remote-access, multiprogrammed systems, however, it has become apparent that, in addition to being able to take advantage of the direct addressibility of large amounts of information made possible by large virtual memories, many applications also require the rapid but controlled sharing of information stored on-line at the central facility. In Multics (Multipleved Information and Computing Service) segmentation provides a generalized basis for the direct accessing and sharing of online information by satisfying two design goals: (1) it must be possible for all on-line information stored in
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the system to be addressed directly by a processor and heyuc referenced directly by any computation; (2) it ustoc possible to control access, at each reference, to onmline information in the system.
That information advantage of direct addressibility re all instruction copying is no longer mandatory. processor-addressible, duplication of procedures and dof is unnecessary. This means, for example, that core and binding togetherd not be prepared by loading cecution; instead, the original procedures may be used ectly in a computation. Also, partial copies of data hes need not be read, via requests to an $1 / 0$ system, into core buffers for subsequent use and then returned, means of another $1 / 0$ request, to their original cations; instead the central processor executing a computation can directly address just those required ita items in the original version of the file. This kind If all on-line information in the system may be
In idressed directly by any computation, it becon be imperative to be able to limit or control access to this information both for the self-protection of a computaon from its own mishaps, and for the mutual protecon of computations using the same system hardware farilities. Thus it becomes desirable to compartmentalize package all information in a directly-addressible ach user may reference the the edures. Since all such information is processoraddressible, the access attributes of the referencing user must be enforced upon each processor reference , any information package.

Given the ability to directly address all on-line information in the system, thereby eliminating the leed for copying data and procedures, and given the bility to control access to this information, controlled sharing among several computations then follows as a latural consequence.

In Multics, segments are packages of information which are directly addressed and which are accessed in a controlled fashion. Associated with each segment is i set of access attributes for each user who may access the segment. These attributes are checked by hardware upon each segment reference by any user. Furthermore all on-line information in a Multics installation can be directly referenced as segments while in other systems most on-line information is referenced as files. This paper discusses the properties of an "idealized" Vultics memory comprised entirely of segments erenced by symbolic name, and describes the simula:Ion of this idealized memory through the use of both ipecialized hardware and system software. The result of this simulation is referred to as the Multics virtual memory. Although the Multics virtual memory has
been discussed elsewhere $[3,6,7]$ at the conceptual level or in its earlier forms, the implementation presented here represents a mechanism resulting from several consecutive implementations leading to an effective realization of the design goals.

## 2. Segmentation

A basic motivation behind segmentation is the desire to permit information sharing in a more automatic and general manner than provided by nonsegmented systems. Sharing must be accomplished without duplication of information and access to the shared information must be controlled not only in secondary memory but also in main memory.

In most existing systems that provide for information sharing, the two requirements mentioned above are not met. For example, in the CTSS system [5], information to be shared is contained in files. In order for several users to access the information recorded in a file, a copy of the desired information is placed in a buffer in each user's core image. This requires an explicit, programmer-controlled $I / O$ request to the file system, at which time the file system checks whether the user has appropriate access to the file. During execution, the user program manipulates this copy and not the file. Any modification or updating is done on the copy and can be reflected in the original file only by an explicit $1 / 0$ request to the file system, at which time the file system determines whether the user has the right to change the file.

In nonsegmented systems, the use of core images makes it nearly impossible to control access to shared information in core. Each program in execution is assigned a logically contiguous, bounded portion of core memory or paged virtual memory. Even if the nontrivial problem of addressing the shared intormation in core were solved, access to this information could not be controlled without additional hardware assistance. Each core image consists of a succession of anonymous words that cannot be decomposed into the original elementary parts from which the core image was synthetized. These different parts are indistinguishable in the core image; they have lost their identity and thereby have lost all their attributes, such as length, access rights, and name. As a consequence, nonsegmented hardware is inadequate for controlled sharing in core memory. Although attempts to share information in core memory have been made with nonsegmented hardware, they have resulted in each instance being a special case which must be preplanned at the supervisory level. For example, if all users are to share a compiler in main memory, it is imperative that none of them be able to alter the part of main memory where the compiler resides. The hardware "privileged" ...ude used by the supervisor is often the only means of pro. tecting shared information in main memory. In order

[^0]to protect the shared compiler, it is made accessible only in this privileged mode. The compiler can no longer be regarded as a user procedure; it has to be accessed through a supervisor call like any other part of the supervisor, and must be coded to respect any conventions which may have been established for the supervisor.

In segmented systems, hardware segmentation can be used to divide a core image into several parts, or segments [10]. Each segment is accessed by the hardware through a segment descriptor containing the segment's attributes. Among these attributes are access rights that the hardware interprets on each program reference to the segment for a specific user. The absolute core location of the beginning of a segment and its length are also attributes interpreted by the hardware at each reference, allowing the segment to be relocated anywhere in core and to grow and shrink independently of other segments. As a result of hardware checking of access rights, protection of a shared compiler, for example, becomes trivial since the compiler can reside in a segment with only the "execute" attribute, thus permitting users to execute the compiler but not to change it.

In most segmented systems, a user program must first call the supervisor to associate a segment descriptor with a specific file before the program can directly access the information in the file. If the number of files the user program must reference exceeds the number of segment descriptors available to the user, the user program is forced to call the supervisor again to free segment descriptors currently in use so that they can be reused to access other information. Furthermore, if the number of segment descriptors is insufficient to provide simultaneous direct access to each distinct file required by this program, the user must then provide for some means of buffering this information. Buffering, of course, requires that information from more than one file be copied and coalesced with other distinctly different information having potentially different attributes. Once the information is copied and merged, the identity of the original information is lost, thus making it impossible for the information to be shared with other user programs. In addition, this form of usercontrolled segment descriptor allocation and buffering of information requires a significant amount of preplanning by the user.

In Multics, the number of segment descriptors available to each computation is sufficiently large to provide a segment descriptor for each file that the user program needs to reference in most applications. The availability of a large number of segment descriptors to each computation makes it practical for the Multics supervisor to associate segment descriptors with files upon first reference to the information by a user program, relieving the user from the responsibility of allocating and deallocating segment descriptors. In addition, the relatively large number of segment
descriptors eliminates the need for buffering, allowing the user program to operate directly on the original information rather than on a copy of the information. In this way, all information retains its identity and independent attributes of length and access privilege regardless of its physical location in main memory or on secondary storage. As a result, the Multics user no longer uses files; instead he references all information as segments, which are directly accessible to his programs.

To Multics users, all memory appears to be composed of a large number of independent linear core memories, each associated with a descriptor. A user program can create a segment by issuing a call to the supervisor, giving, as arguments, the appropriate attributes such as symbolic segment name, name of each user allowed to access the segment with his respective access rights, etc. The supervisor then finds an unused descriptor where it stores the segment attributes. The segment having been created, the user program can now address any word of the corresponding linear memory by the pair (name, $i$ ) where "name" is the symbolic name of the segment and " $i$ " is the word number in the linear memory. Furthermore, any other user can reference word number $i$ of this segment also by the pair (name, $i$ ) but he can access it only according to the access rights he was given by the creator and which are recorded in the descriptor. Combinations of the "read," "write," "execute" and "append" access rights [6] are available in Multics.

A simple representation of this memory, referred to as the Multics idealized memory, is shown in Figure 1.

## 3. Paging

In a system in which the maximum size of any segment was very small compared to the size of the entire core memory, the "swapping" of complete segments into and out of core would be feasible. Even in such a system, if all segments did not have the same maximum size, or had the same maximum size but were allowed to grow from initially smaller sizes, there remains the difficult core management problem of providing space for segments of different sizes. Multics, however, provides for segments of sufficient maximum size so that only a few can be entirely core-resident at any one time. Also, these segments can grow from any initial size smaller than the maximum permissible size.

By breaking segments into equal-size parts called pages and providing for the transportation of individual pages to and from core as demand dictates, the disadvantages of fragmentation are incurred, as explained by Denning [9]. However, several practical problems encountered in the implementation of a segmented virtual memory are solved.

First, since pages are all of equal size, space allocation is immensely simplified. The problems of "com-

## 5. The Honeywell 645 Processor

1. Multics idealized memory.
pacting" information in core and on secondary storage, characteristic of systems dealing with variable-sized segments or pages, are thereby eliminated.

Second, since only the referenced page of a segment need be in core at any one instant, segments need not be small compared to core memory.

Third, "demand paging" permits advantage to be taken of any locality of reference peculiar to a program hy transporting to core only those pages of segments which are currently needed. Any additional overhead associated with demand paging should of course be weighed against the alternative inefficiencies associated with dedicating core to entire segments which must be swapped into core but which may be only partly referenced.

Finally, demand paging allows the user a greater degree of machine independence in that a large program designed to run well in a large core memory configuration will continue to run at reduced performance on smaller configurations.

## 4. The Multics Virtual Memory

Multics simulates the idealized memory, represented in Figure 1, using the segmentation and paging features of the 645 assisted by the appropriate software features. The result of the simulation is referred to as the "Multics Virtual Memory." The user can keep a large number of segments in this memory and reference them by symbolic name; upon first reference to a segment, the supervisor automatically transforms the symbolic name into the appropriate hardware address which is directly used by the processor for subsequent references.

The remainder of this paper explains the addressing mechanism in the $6+5$ and deseribes how the Multies supervisor simulates the Multics idealized memory.

311

The features of the 645 processor which are of interest for the implementation of the Multics virtual memory are segmentation and paging.

### 5.1 Segmentation

Any address in the 645 processor consists of a pair of integers $[s, i]$. " $s$ " is called the segment number; " $i$ " the index within the segment. The range of " $s$ " and " $i$ " is 0 to $2^{18}-1$. Word $[s, i]$ is accessed through a hardware register which is the sth word in a table called a descriptor segment (DS). The descriptor segment is in core memory and its absolute address is recorded in a processor register called a descriptor base register (DBR). Each word of the DS is called a segment descriptor word (SDW); the sth SDW will be referred to as SDW(s). See Figure 2.

The DBR contains the values:
DBR - core which is the absolute core address of the DS. DBR-L which is the length of the DS.
Segment descriptor word number " $s$ " contains the values:
$\operatorname{SDW}(s)$-core which is the absolute core address of the segment $s$.
$\operatorname{SDW}(s) \cdot \mathrm{L}$ which is the length of the segment $s$.
$\operatorname{SDW}(s) \cdot$ acc which describes the access rights for the segment.
$\operatorname{SDW}(s) \cdot F$ which is the "missing segment" switch.
A simplified version of the algorithm used by the processor to access the word whose address is $[s, i]$ follows (see Figure 2):

If DBR•L $<s$, generate a trap, or "fault" to the supervisor.

Access $\operatorname{SDW}(s)$ at absolute location DBR-core $+s$.
If $\operatorname{SDW}(s) \cdot \mathrm{F}=\mathrm{ON}$, generate a missing seginent fault. If $\operatorname{SDW}(s) \cdot \mathrm{L}<i$, generate a fault.
If $\operatorname{SDW}(s) \cdot$ acc is incompatible with the requested operation, generate a fault.

Access the word whose absolute address is SDW(s). core $+i$.

### 5.2 Paging

The above description assumes that segments are not paged; in fact, paging is implemented in the 645 hardware. In the Multics implementation, all segments are paged and the page size is always $1.02+$ words.

Element " $i$ " of a segment is the $w^{\text {th }}$ word of the $p^{\text {th }}$ page of the segment, " $w$ " and " $p$ " being defined by $\left\{\begin{array}{l}w=i \bmod 1,024 \\ p=(i-w) / 1,024\end{array}\right.$

Each segment is referenced by a processor through a page table (PT). The PT of a segment is an array of
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Fig. 2. Hardware segmentation in the Honeywell 645.


Fig. 3. Hardware segmentatic • and paging in the Honeywell 6-45.

physically contiguous words in core memory. Each element of this array is called a page table word (PTW). Page table word number $p$ contains:
$\operatorname{PTW}(p)$-core which is the absolute core address of page number $p$.
$\operatorname{PTW}(p) \cdot \mathrm{F}$ which is the "missing page" switch.
The meaning of DBR-core and $\operatorname{sDW}(s) \cdot$ core is now:
DBR $\cdot$ core $=$ Absolute core address of the PT of the descriptor segment.
$\operatorname{sDW}(s) \cdot$ core $=$ Absolute core address of the PT of segment number $s$.

A simplified version of the algorithm used by the processor to access the word whose address is $[s, i]$ is as follows (see Figure 3):

If DBR-L < $s$, generate a fault.
Split $s$ into the page number $s_{p}$ and word number $s_{w}$.
Access $\operatorname{PTW}\left(s_{p}\right)$ at absolute location
DBR - core $+s_{p}$.
If $\operatorname{PTW}\left(s_{p}\right) \cdot \mathrm{F}=\mathrm{ON}$, generate a missing page fault.
Access $\operatorname{sDw}(s)$ at absolute location
$\operatorname{PTW}\left(s_{p}\right) \cdot$ core $+s_{w}$.
If $\operatorname{SDW}(s) \cdot \mathrm{F}=\mathrm{ON}$, generate a missing segment fault.
If $\operatorname{SDW}(s) \cdot \mathrm{L}<i$, generate a fault.
If $\operatorname{SDW}(s) \cdot$ acc is incompatible with the requested operation, generate a fault.
Split $i$ into the page number $i_{p}$ and word number $i_{w}$.
Access PTW $\left(i_{p}\right)$ at absolute location
$\operatorname{sDw}(s) \cdot$ core $+i_{p}$.
If $\operatorname{PIW}\left(i_{p}\right) \cdot \mathrm{F}=\mathrm{ON}$, generate a missing page fault.
Access the word whose absolute location is

$$
\operatorname{PTW}\left(i_{p}\right) \cdot \text { core }+i_{w}
$$

In order to reduce the number of processor references to core storage while performing this algorithm, each processor has a small, high-speed associative memory [12] automatically maintained so as to always contain the PTW's and SDw's most recently used by the processor. The associative memory significantly reduces
the number of additional memory requests required during address preparations.

## 6. Multics Processes and the Multics Supervisor

A process is generally understood as being a program in execution. A process is characterized by its stateword defining, at any given instant, the history resulting from the execution of the program. It is also characterized by its address space. The address space of a process is the set of processor addresses that the process can use to reference information in memory. In Multics, any information that a process can reference by an address of the form (segment number, word number) is said to be in the address space of the process. There is a one-to-one correspondence between Multics processes and address spaces. Each process is provided with a private descriptor segment which maps segment numbers into core memory addresses and with a private table which maps symbolic segment names into segment numbers. This table is called the Known Segment Table (KST).

The Multics supervisor could have been written so as not to use segment addressing of course; but organizing the supervisor into procedures and data segments permits one to use, in the supervisor, the same conventions that are used in user programs. For instance, the call-save-return conventions [7] made for user programs can be used by the supervisor; the standard way to manufacture pure procedures in a user program is also used extensively in the supervisor. A less visible advantage of segmentation of the supervisor is that some supervisory facilities provided for the management of user segments can also be applied to supervisor segments; for example, the demand paging facility designed to automatically load pages of user segments
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can also be used to load pages of supervisor segments. As a result, a large portion of the supervisor need not . Unlike most supervise.
Operate in supervisors, the Multics supervisor does Instead, the supervicated process or address space. are shared among all Multics prece and data segments new process is created, its descriptor segment is initialized with-descriptors for all supervisor segments allowing the reprocess to perform all of the basic supervisory funcfions for itself. The execution of the supervisor in the address space of each process facilitates communication between user procedures and supervisor procedures. For example, the user can call a supervisor procedure as if he were calling a normal user procedure. Also, the sharing of the Multics supervisor facilitates simultaneous execution, by several processes, of supervisory functions, just as the sharing of user procedures facilitates the simultaneous execution of functions written by users.

Since supervisor segments are in the address space of each process, they must be protected against unauthorized references by user programs. Multics provides the user with a ring protection mechanism [13] which segregates the segments in his address space into several sets with different access privileges. The Multics supervisor takés advantage of the existence of this anechanism and uses it, rather than some other special mechanism to protect itself.

## 7. Segment Attributes

### 7.1 Directory Hierarchy

The name of a segment and its attributes are associated in a catalogue. Conceptually this catalogue consists of a table with one entry for each segment in the system. An entry contains the name of the segment and all its attributes: length, memory address, list of users allowed to use the segment with their respective access rights, date and time the segment was created, etc.

In Multics, this catalogue is implemented as several segments, called directories, organized into a tree structure. A segment name is a list of subnames reflecting the position of the entry in the tree structure, with respect to the beginning, or root directory (ROOT) of the tree. By convention, subnames are separated by the character">". Each subname is called an entryname and the fist of entrynames is called a pathname. An entryname is unique in a given directory and a pathname is unique in the entire directory hierarchy. Because of its property of uniquely identifying a segment in the directory hierarchy, the pathname has been chosen as the symbulic name by which the Multics user must reference a segment. There are two types of directory entries, branches and links. A branch is a directory entry which contains all attributes of a segment while a link is a directory entry which contains the pathname of
another directory entry. A more detailed description of the directory hierarchy and of the use of links is given by Daley and Neumann [6].

### 7.2 Operations on Segment Attributes

Supervisor primitives perform all operations on segment attributes. There is a set of primitives available to the user which allow him, for example, to create a segment, delete a segment, change the Entryname of a directory entry, change the access rights of a segment, list the segment attributes contained in a directory, etc.

Creating a segment whose pathname is ROOT $>A>$ B $>\mathrm{C}$ (seè Figure 4) consists basically of the following steps:

Check that entryname $C$ does not already exist in the directory root $>$ A $>$ B.

Allocate space for a new branch in directory root $>\mathrm{A}>\mathrm{B}$.

Store in the branch the following items:
The entry name $c$.
The segment length, initialized to zero.
The access list, given by the creator.
The segment map, consisting of an array of secondary memory addresses, one for each page of the segment. The maximum length of a segment in Multics being 64 pages, the segment map for any segment contains 64 entries. Since the segment length is still zero, each entry of the segment map is initialized with a "null" address, showing that no secondary memory has been assigned to any potential page of the segment.

The segment status "inactive," meaning that there is no page table for this segment. The segment status, which may be either "active" or "inactive" is indicated by the active switch.

Fig. 4. Directory hierarchy.
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## 8. Segment Accessing

Although the creation of a segment initializes its attributes, additional supervisor support is required to make the segment accessible to the processor when a user program references the segment by symbolic name.

### 8.1 Symbolic Addressing Conventions

The pathname is the only symbolic name by which a segment can be uniquely identified in the directory hierarchy. However, for user convenience, the system proxides a facility whereby a user can reference a segment from his program using only the last entryname of the segment's pathname and supplying the rest of the pathname according to system conventions. This last entry name is called the reference name.

When a process executes an instruction which attempts to access a segment by means of its reference name, the Multics dynamic linking facility [7] is automatically invoked. The dynamic linker determines the missing part of the pathname according to the abovementioned system conventions. These conventions are called search rules and may be regarded as a list of directories to be searched for an entryname matching the specified reference name. When this entryname is found in a directory, the directory pathname is prefixed to the reference name yielding the required pathname. The dynamic linker, using the "Make Known" module (Section 8.2), then obtains a segment number by which the referenced segment will be accessed. Finally it transforms the reference name into this segment number so that all subsequent executions of the instruction in this process access the segment directly by segment number. Further details are given by Daley and Dennis [7].

### 8.2 Making a Segment Known to a Process

Each time a segment is referenced in a process by its pathname, either explicitly or as the result of the evaluation of a reference name by the dynamic linking facility, the pathname must be translated into a segment number in order to permit the processor to address the segment for this process. This translation is done by the supervisor using the KST associated with the process. The KST is an array organized such that entry number " $s$ ", $\operatorname{KSTE}(s)$, contains the pathname associated with segment number " $s$ ". See Figure 5.

If the association (pathname, segment number) is found in the KST of the process, the segment is said to be known to the process and the segment number can be used to reference the segment.

If the association (pathname, segment number) is not found in the KST, this is the first reference to the segment in the process and the segment must be made known. A segment is made known by assigning an unused segment number " $s$ " in the process and by recording the pathname in $\operatorname{KSTE}(s)$ to establish the pair (pathname, segment number) in the KST of the process. The directory hierarchy is also searched for this path-

Fig. 5. Basic tables used to implement the Multics virtual memory.

name and a pointer to the corresponding branch is entered in $\operatorname{KSTE}(s)$ for later use (Section 8.3.).

The per-process association of pathname and seg. ment number is used in the Multics system because it is impossible to assign a unique segment number to each segment. The reason is that the number of segments in the system will nearly always be larger than the number of segment numbers available in the processor.

When a segment is made known to a process by segment number "s," its attributes are not placed in $\operatorname{SDW}(s)$ of the descriptor segment of that process. sDw(s) having been initialized with the missing segment switch on, the first reference in this process to that segment by segment number " $s$ " will cause the processor to generate a trap. In Multics this trap is called a "missing segment fault" and transfers control to a supervisor module called the segment fault handler.

### 8.3 The Segment Fault Handler

When a missing segment fault occurs, control is passed to the segment fault handler to store the proper segment attributes in the appropriate sDw and set the missing segment switch orf in the sDw.

These attributes, as shown in Figure 3, consist of the page table address, the length of the segment, and the access rights of the user with respect to the segment. The information initially available to the supervisor upon occurrence of a missing segment fault is the segment number "s."

The only place where the needed attributes can be found is in the branch of the segment. Using the segment number " $s$ ", the supervisor can locate the KST entry associated with the faulting segment; it can then find the required branch since a pointer to the branch has been stored in the kSt entry when the segment was made known to this process (Section 8.2).
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Using the active switch (Figure 5) in the branch, the pervisor determines whether there is a page table are table, one must be constructed. A portion is no page tabler is permanently reserved for page tabsere age tables are of the same length and the numb. All The supervisor divides page tables into two lists: used list and the free list. Manufacturing a page PT from the free list, putting its absolute ade he branch and moving it from the free to the used in
her list, puting its absolute address in If this were actually done, however, the servicised list. nissing page fault would require access to a branch ince the segment map containing secondary storag addresses is kept there (Figure 5). Since it is impractical for all directories to permanently reside in core, page fault handling could thereby require a secondary torage access in addition to the read request required
to transport the page to the "activation" convention between the have led fault handler and convention between the segment Activation. A portion of core memory is permanently reserved for recording attributes needed by the page fault handler, i.e. the segment map and the segment 7 gth . This portion of core is referred to as the active gment table (AST). There is only one AST in the system
and it is shared by all processes. The AST contains one entry (ASTE) for each PT. A PT is always associated whe an ASTE, the address of one implying the address other. They may be regarded as a single entity and the be referred to as the (PT, ASTE) of a segment. The will list and free list mentioned above are referred to used (PT, ASTE) free list and the (PT, ASTE) referred to as the

A segment which has a (PT, ASTE) is said to be active. Being active or not active is an attribute of the segment and is recorded in the branch using the active switch.

When the active switch is ON, both the segment map and the segment length are no longer in the branch but are to be found in the segment's (PT, ASTE) whose add ess was recorded in the branch during "activation" of : e segment.

Oo activate a segment, the supervisor must:
Find a free (PT, ASTE). (Assume temporarily that at least one is available).

Move the segment map and the segment length from the branch into the ASTE.
iet the active switch ON in the branch.
zecord the pointer to (PT, ASTE) in the branch.
By pairing at ASTE with a PT in core, the segment
faut handler has guaranteed that all segment attributes ner jed by the age fault handler are core-resident, pe nitting more :flicient page fault servicing.

Cornection. , nee the segment is active, the corresponding '.tw must be "connected" to the segment. To spundigelo to
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connect the sDw to the segment the supervisor must:
Get the absolute address of the PT, using the (PT, ASTE) pointer kept in the branch, and store it in SOW. Get the segment length from the ASTE and store it in the SDW.

Get the access rights for the user from the branch and store them in the SDW.

Turn off the missing segment switch in the SDw.
Having defined activation and connection, segment fault handling can now be summarized as:

Use the segment number $s$ to access the KST entry. Use the KST entry to locate the branch.
If the active switch in the branch is OFF, activate the segment.

Connect the SDW.
Note that the active switch and the (PT, ASTE) pointer in the segment branch "automatically" guarantee segment sharing in core since all SDW's describing a given segment will point to the same PT.

Once the segment and its SDW have been connected, the hardware can access the appropriate page table word. If the page is not in core, a missing page fault occurs, transferring control to the supervisor module called the page fault handler.

### 8.4 The Page Fault Handler

When a page fault occurs the page fault handler is given control with the PT address and the page number of the faulting page. The information needed to bring the page into core memory is the address of a free block of core memory into which the page can be moved and the address of the page in secondary memory. The term page frame is also used to denote a block of core memory which holds a page of information [9].

A free block of core must be found. This is done by using a data base called the core map. The core map is an array of elements called core map entries (CME). The $n^{\text {th }}$ entry contains information about the $n^{\text {th }}$ block of core (the size of all blocks is 1,024 words). The supervisor divides this core map into two lists; the core map used list and the core map free list.

The job of the page fault handler consists of the following steps:

Find a free block of core and remove its core map entry from the free list. (Assume temporarily that the free list is not empty.)

Access the ASTE associated with the PT and find the address in secondary memory of the missing page.

If this address is a "null" address, initialize the
block of core with zeros and update the segment length in the ASTE; this action is only taken the first time the page is referenced since the segment was created and provides for the automatic growing of segments. Otherwise issue an I o request to move the page trom secondary memory into the free block of core and watit for completion of the request via a call to the "trallic controller" [14] which is respunsible for processur multiplexing.
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Store the core address in the PTW, remove the fault from the PTW, and place the core map entry in the used list.

### 8.5 Page Multiplexing

There are many more pages in virtual memory than there are blocks of core in the real memory; therefore, these blocks must be multiplexed among all pages. In the description of page fault handling it was assumed that a free block of core was always available. In order to insure that this is nearly always true, the page fault handler, upon removing a free block from the core map free list, examines the number of remaining free list entries; if this number is less than a preset minimum value, a page removal mechanism is invoked a sufficient number of times to ensure a nonempty core map free list in all but the most unusual cases. A nonempty core map free list eliminates waiting for page removal during the handling of a missing page fault.

To get a free block of core, the page removal mechanism may have to move a page from core to secondary memory. This requires: (a) an algorithm to select a page to be removed; (b) the address of the PTW which holds the address of the selected page, in order to set a fault in it; and (c) a place to put the page in secondary memory.

The selection algorithm is based upon page usage. It is a particularly easy-to-implement version [4] of the "least-recently-used" algorithm [1, 8]. The hardware provides valuable assistance by, each time a page is referenced, setting ON a bit, called the used bit, in the corresponding PTW. The selection algorithm will not be described in detail here. However, it should be noted that candidates for removal are those pages described in the core map used list; therefore, each core map entry which appears in the used list must contain a pointer to the associated PTW (Figure 5) in order to permit examination of the used bit. The action of storing the PTW pointer in the core map entry must be added to the list of actions taken by the page fault handler when a page is moved into core (Section 8.4.).

Once the supervisor has selected the page to be removed, it takes the following steps:

Set the missing page switch ON in the PTW.
If no secondary memory has been assigned yet for this page, i.e. the segment map entry for this page holds a "null" address, assign a block of secondary memory and store its address in the segment map entry. -...Issue an 1,0 request to move the page to secondary storage.

Upon completion of the $1 / 0$ request, move the core map entry describing the freed block of core from the core map used list to the core map free list. This may be done in another process upon noticing the completion of the $1 / 0$ request.

## 8.6 (PT, ASTE) Multiplexing

Core blocks can be multiplexed only among pages of active segments. The number of concurrently active

Fig. 6. Supervisor functional modules and data bases.

segments is limited to the number of (PT, ASTE) pairs, which is, by far, smaller than the total number of segments in the virtual memory. Therefore (PT, ASTE) pairs must be multiplexed among all segments in the virtual memory.

When segment activation was described, a (PT, ASTE) pair was assumed available for assignment. In fact, this is not always the case. Making one segment active may imply making another segment inactive, thereby disassociating this other segment from its (PT, ASTE). Since all processes sharing the same segment will have the address of the PT in an SDW, it is essential to invalidate this address in all SDW's containing it before removing the page table.

This operation requires: (a) an algorithm to select a segment to be deactivated; (b) knowing all SDw's that contain the address of the page table of the selected segment, in order to invalidate this address; (c) moving the attributes contained in the ASTE back to the branch; and (d) changing the status of the segment from active to inactive in the branch.

The selection algorithm for deactivation, like the selection algorithm for page removal, is based on usage. When the last page of a segment is removed from core, the segment becomes a candidate for deactivation. The algorithm selects for deactivation the segment which has had no pages in core for the longest period of time, i.e. the segment which has been least recently used. Since the number of (PT, ASTE) pairs substantially exceeds the number of pageable blocks of core, it is always possible to find an active segment with no pages in core.

The ASTE must provide all the information needed for deactivating a segment. This means that during activation and connection, this information must be made available. During activation, a pointer to the branch must be placed in the ASTE; during connection, a pointer to the SDW must be placed in the ASTE. Since more than one SDW is connected to the same PT when the segment is shared by several processes, the supervisor must maintain a list of pointers to all connected sDw's. This list is called a connection list. See Figure 5.

After the selection algorithm chooses a (PT, ASTE) to be freed, the disassociation of the segment from its

[^1]T, ASTE) is done in two steps: disconnection and
tivation.
sconnection consists of storing a segment fault sDw whose address appears in the connection in the ASTE. Deactivation consists of moving the ment map and the segment length from the ASTE k to the branch, resetting the active switch in the

## 9. Structure of the Supervisor

Up to now supervisor functions have been described, not the supervisor structure. In this section, the diferent components of the supervisor are presented the ability of portions of the supervisor to utilize

## Functional Modules

Three functional modules can be identified in the upervisor described in Section 8; they are called ectory control (DC), segment control (SC), and ge control ( PC ).
DC performs all operations on segment attributes; it also maps pathnames into segment numbers in the T of the executing process. Data bases used by a ocess executing DC procedures are the directories and the KST of the process (Figure 6).

- performs segment fault handling. Data bases used a process executing Sc procedures are directories, the KST of the process, descriptor segments and (PT, PTE) pairs.

PC performs page fault handling. Data bases used by a process executing PC procedures are (PT, ASTE) pairs and the core map.

## 2 Use of PC in the Supervisor

One can observe that the page fault handler need not now if a missing page belongs to a user segment or to supervisor segment; it only expects to find the information it requires in the (PT, ASTE) of the segment 0 which the missing .page belongs. Therefore, if all pages ne used in SC and DC are always active, then their they are referenced.

In order to make use of PC in the rest of the supervisor the following (temporary) assumption must be made.

Assumption 1
(a) All segments used in PC are always in core and are fonnected to the descriptor segment of each process. i are connected to the descriptor segment of each ocess.
.3 U'se of SC in the Supervisor Assumption 1 is satisfactory in the Multics implementation except for directories.

The number of directory segments in the system may be very large and keeping them always active is not a realistic approach, since a large number of (PT, ASTE) pairs would have to be permanently assigned to them. It would be desirable to use SC to activate and connect directory segments only as needed.

A necessary condition for handling a segment fault for segment $x$ in a process is that segment $x$ be known to that process. Assuming that all directories are known to all processes, but not necessarily active, reference to a directory $x$ may cause a segment fault. When handling this fault, the segment fault handler must reference the parent directory of segment $x$, where the branch for $x$ is located. This reference to the parent of $x$ could, in turn, cause a recursive invocation of the segment fault handler. These recursive invocations can propagate from directory to parent directory up to the root. If the root directory is always active and connected to each process, then the recursion is guaranteed to be finite and a segment fault for any directory can be handled.

The first assumption can be replaced by the following more satisfactory assumption (again temporary).

## Assumption 2

(a) All segments used in PC are always in core and are connected to the descriptor segment of each process. (b) All nondirectory segments used in SC and DC are always active and are connected to the descriptor segment of each process.
(c) The root directory is always active and connected to each process.
(d) All directories are always known to each process.

### 9.4 Use of the Make Known Facility in the Supervisor

 However, it is unsatisfactory to keep all directories known to all processes because of the space that would be required in each KST. It would be more attractive if a directory could be made known to a process only when needed by the process.Making a segment $x$ known implies searching for its pathname in the KST. If not found, the parent of $x$ must first be made known and so on up to the root. If the root directory is always known to all processes, then any directory can be made known to a process by calling recursively the Make Known facility of the supervisor. Assumption 2 will now be replaced by the final assumption:

## Final Assumption

(a) All segments used in PC are always in core and are connected to the descriptor segment of each process.
(b) All nondirectory segments used in SC and DC are always active and are connected to the descriptor seg. ment of each process.
(c) The root directury is always active and connected to each process.
(d) The rout directory is always known to each process. Given the above assumption, supervisor segments, as
well as uxt segments, can ve stured in the vilual memory that the supervisor provides.

## 10. Summary

The most important points discussed in this paper are summarized below. They are grouped into two classes: the point of view of the user of the virtual memory, and the point of view of the supervisor itself.

## User Point of View

The Multics virtual memory can contain a very large number of segments that are referenced by symbolic names.

Segment attributes are stored in special segments called directories, which are organized into a tree structure; by a naming convention known to the user, the symbolic name of a segment must be the pathname of the segment in the directory tree structure.

Any operation on directory segments must be done by calling the supervisor.

Any operation on a nondirectory segment can be done directly in accordance with the access rights that the user has for the segment; any word of any segment which resides in the virtual memory can be referenced with a pair (pathname, $i$ ) by the user.

## Supervisor Point of View

The supervisor must simulate a large segmented memory which is directly addressable by symbolic name and such that any access to the memory is submitted to access rights checking.

The supervisor maintains a directory tree where it stores all segment attributes. It can retrieve the attributes of a segment, given the pathname of that segment.

The supervisor itself is organized into segments and runs in the address space of each user process.

Any segment, be it a directory or a nondirectory segment, is identified by its pathname but can be accessed only using a segment number. For each segment name the supervisor must assign a segment number by which the processor will address the segment in the process.

The processor accesses a word of a segment through the appropriate SDW and PTW, subject to the access rights recorded in the SDW.

A segment fault is generated by the processor whenever the page table address or access rights are missing in the sDw. The supervisor then, using the KST entry as a stepping stone, accesses the branch where it finds the needed information. If a PT is to be assigned, the supervisor may have to deactivate another segment.

A page fault is generated by the processor whenever a PTW does not contain a core address. The supervisor then, using the ASTE associated with the PT, moves the missing page from secondary storage to core. This may require the removal of another page.
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1) Micro-code builds a concealed stack frame "in" PCB
A) Concealed stack frame

| $\emptyset$ | RPH (seg\#) | see fault |
| :--- | :--- | :--- |
| 1 | RPL (word \#) | table \#l |
| 2 | KEYS | see fault |
| 3 | F-Code | table \#l |
|  |  | see fault |
| 4 | F-addr H | tabLe \#l |

B) Concealed stack is built at address next in PCB
2) Micro-code set RP to the fault vector in PCB plus fault offset. NOTE: Ring \# is part of vector
3) Micro-code sets keys to 64 V
4) Fetch next instruction


5) The first instruction of a fault handler is a CALF. A CALF instruction is the same as a PCL instruction except:

The stack frame built has additional information (see *)

CALF Stack Frame Header (V-Mode)

6) The CALF points to an ECB which descri ses the fault handler.
7) At this point the fault handler is ent red and a return information is in the current $s$ sack. The fault handler is executed as a subroutine of the faulting routine.

- APPROXIMATELY 600 WORDS FOR STACK ONLY
- MECHANISM FOR DEFERRING FAULTS UNTIL THE RETURN FROM PGFSTK
- REFALT MODIFIES THE RETURN PB IN A STACK FRAN AND PUSHES A FRAME IN THE CONCEALED STACK SO THAT A SIMLATED FAULT MAY BE TAKEN WHEN LEAVING PGFSTK

(1)
(2)
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## RTN SEG








REV 14 PRITAOS IN PAGINC ALGORITHM


HMAD ENTRY: 16 BITS (REV 14)


BIT 1 (V): Valid bit, set when page is in memory.

BIT 2 (R): Referenced bit, set by hardware when page is referrenced.

BIT 3 (U): Unmodified bit, reset by hardware when page is modified.

Shared bit, set by software when memory page is shared by processors (inhibits cache)

High order 12 bits of physical page address (PPN), low order 10 bits taken as $\emptyset$.

If page not in memory, birs 3,5 define


LNAP ENTRY: 16 BITS
(INIAP +64) (REV 14)

- BITS 1,2: Lock number ( 0 = not locked)

BIT 3:
BIT 4:
BIT 5-16:

First-ギime bit


Use alternative paging device
Disc record index (for group of .8 pages)





LBI


P32
FRED


CALLED PROGRAM
PROCEDURE SEGMENT


STACK SEGMENT


$$
\begin{aligned}
& B=\text { BIT NUMBER } \\
& I=\text { IND! ! EST BIT } \\
& L=\text { LAST BIT, LAST TEMPLATE FOR THIS POL } \\
& S=\text { STORE BIT, LAST TEMPLATE FOR THIS ARGUMENT }
\end{aligned}
$$




```
USE OF SUEROUTINES
```

(1) CALLINE PROGRAM
C.ILL

- CALLS SUBROUTINE
- generates pCL (procedup.e call)


## PCL

- ADDRESSES AN ECD THROUEH A LINK
- calculates ring number
- allocates stack frame
- saves caller's state
- initialises state of called procedure
- TRANSFERS AREUMENT POINTERS
- GENERATES ARGUMENT POINTERS FOR PCL
- FOLLOWS PCL
- FORMAT

AP ARG,TAG
WHERE TAG MODIFIER CAN BE
$S$ VARIABLE IS ARGUMENT
SL VARIABLE is LAST AREUMENT
*S ARGUMIENT IS INDIRECT
-SL ARGUMENT IS INDIRECT AND LAST
2. SUBROUUTINE

## ART

- does last step of PCL
- EXECUTED ONLY if FAULT OCCURS DURING ARGUMENT TRANSFER
- must be present if routine requires ARGUMENTS


## ELD

- generates entry control block (EC!) TO DEFINE A PROCEDURE ENTRY
- goEs into liijk frame
- format

> LADEL ECE PHRST, , AnSTISP, !!MRS, SFSIZE, KEYS
!HERE:
PFIRST - POINTER TO FIRST EXECUTABLE STATEMENT
ARGDISP - DISPLACEmENT IN STACK FRAME OF argument list (default '12)

NAPS - NO, OF ARGUMENTS
SFSIZE - stack frame size, default is given BY DYIIM
liES - KEYS, DEFAULT GL! !

DY㑭

- SPECIFIES VARIABLES TO GO INTO STACK FRAME
- EACH ARGUMENT REQUIRES 3 WORDS
- FORMAT


## DVI: ARG (3), ADG2 (3)

## PRY!!

- PROCEDURE RETURN
- restores caller's state
- de-allocates stack frame
- calculates ring number

EXAMPLE


A MAINLINE PROGRAM is EXECUTED USING THE PRIII:CS IV SEG FACILITY.
to enable SEg to enter the prograr: this must include an ECP in the linkage area.

THE EMD STATEMENT SHOULD BE FOLLOWED BY, ADC WHERE ADD IS THE ADDRESS OF THE FIRST VORD OF THE EC:. this will enable SEG to set up the entry segment NUMBER AND HORD NUMSER.

EXAMPLE


## DIRECT ENTRANCE CALLS

MANY PRIMCS IV ROUTINES, PREVIOUSLY REACHED BY S!!C'S . ARE NOH REACHED (REV, I ! !) BY DIRECT PROCEDURE CALL TO rine 0. this eliminates the overhead of handling the SUC FAULT AND THE ATTENDANT ARGUMENT TRANSFER.
direct entrance calls make use of the 'fault' bit in THE INDIPECT WORD.

the above structure is constructed by SEC when it encounters THE APPROPRIATE KIND OF ENTRY IN THE LIBRARY.
vifien the PCL is executed at run-time, the fault bit causes A FAULT TO A ROUTINE WHICH FOLLOWS THE POINTER TO THE ISCII text of the name.

1) V-mode or I-mode entry to PRIMOS
2) Any service routines ring $\emptyset$
a) I/0 routines
b) Access restricted data bases
3) D.E. call are entries for anyone into PRIMOS and the routine must protectect itself.
4) Dynamicly linked
5) Put object code in Lib to tell seg this is a dynamicly linked routine.

SEG
DYNT routine name END
2) Add a gate to Seg5 module of PRIMOS. Use gate Macro.

GATE routine name , [PRIMOS name if diff]
a) Note: Gate segment is search sequentially so order is important for efficiency.
b) Note: adding gate may overflow the current size of Seg 5 and MAPGEN may need to be modified to increase the size of the segment.
3) Write the routine.
a) Standard V-mode subroutine
b) Must protect it's own entry point.
c) Must validate all arguments
d) Uses Ring $\emptyset$ stack (seg \#6000) set up by AINIT
4) Load the routine with PRIMOS
a) May have to modify MAPGEN





NXTECB
(2)
)
INCREMENT LB BY 16 POINT TO NEXT GATE


* Go Look for Ring 3
pointer Fault Handler */
 wee been using it

* we have a ring z

HANDLER RESET INFO
To. Look Like the Ring o HANDLER NEVER EXICUTED AND SET UP TO EXICUTE RING 3 HANDLER */


LOAD $X B$ with pto to $P C B$ common

LOAD L with offset to current/ Faulting $P \subset B$

LOAD $x$ with same
offset

LOAD A ed with pr to $\frac{\text { Conceded stack }}{\text { LOAD } y^{\downarrow} \text { with same pr }}$
/* Rebuild Concealed stack as it was before the CALF that got you here */ $\downarrow$
Set Next ptr in $P C \beta$ Load PB, KEYS, F CODE, FADPR into concealed stack


* Change Ring Q stack So we can PRTN to the Ring 3 Handler */

LOAD Address of R3 handler into current Stack Frame

Branch to FLTRTN common Fault Return procedure, Restore Resisters and PRTN

* NoTE because we changed the Ring $\phi$ stack we go to the Ring 3 handler not back to the faulting Procedure and change the mode of the machine to Ring $3 * /$
(3) PTRNF

Procedure Call to ERR PR\$
Give" Pointer Fault "message and Return to command Level
(4) $B A D P T R$

Procedure Call to ERR RTN Give "Pointer Fault" message and Return to command Level
$003363:$
$003366:$

| $(0649)$ | PTRTMP EQU | EB\%+FLTFS |  |
| :--- | :--- | :--- | :--- |
| $(0650)$ | PTRX | EQU | PTRTMP+? |
| $(0651)$ |  |  |  |
| $(0652)$ | PTRF | RSAV | RSAVE |



|  | EAL | LP6 | rull match -- get ador or ėCl |
| :---: | :---: | :---: | :---: |
|  | STL | r_rAUPR, ${ }^{\text {a }}$ | SNAP LIMK |
|  | JMP | FLTRIN |  |
| Nxtecb | eala |  | next elb in gate segment |
|  | LDA | L8\% ${ }^{\text {\% }}$ +13 | check for nime |
|  | GNE | trynxt | BRANCH IF IS Dise |
|  | EALB | PTRECB+6, ${ }^{\text {a }}$ | reload link base |
| * Setup | FOR | RING-3 faUli- | HLE |
|  | LDA | A LIBLBL, $*$ | SEE AF ANY R3 handler |
|  | BEQ | PTKMF | ENTRY R.OT FOUNL |
|  | EAXB | PCBSLG | $X B \rightarrow$ PCB SEGMENT |
|  | LOLR | OWfuk |  |
|  | Lox | 2 | $x \rightarrow \mathrm{Mr} \mathrm{PCb}$ |
|  | LDA | X $\mathrm{F}_{6}+\mathrm{PCSSK}+1, \mathrm{X}$ | conclaled-stack next |
|  | tay |  | Y $\rightarrow$ CURRENT 6 KO Entry |
|  | cas | $\times 36+$ PCSK $+2, x$ | CONCLALED-Stack last |
|  | JMP | \#+2 |  |
|  | JMP | PTRF3 | EQUALS LAST, MUST RESET |
|  | ADD | $=6$ |  |
| $\begin{aligned} & \text { PTRF2 } \\ & \vdots \end{aligned}$ | Sta |  | SEt next ptr |
|  | LDL | $F_{-} \mathrm{P}$ | move info to cuncealed-stack |
|  | STL |  | - ptr of currat stuck ( Rin |
|  | tau |  |  |
|  | LDA | F-KEys |  |
|  | STL | $X \mathrm{Br}$ \% $+2, \mathrm{Y}$ | Rebuild la |
|  | LDL | F-FADDR |  |
|  | STL | $\times 38+4, Y$ | $\infty$ |
|  | LDL | ILIBTBL,* | K3 FAULT-HANDLLR |
|  | STL | F-PQulul |  |
|  | LDA | $=14000$ |  |
|  | STA | F_KEYS |  |
|  | JMP | fltrin |  |




| $0034, ~:$ | 003406.000000 L |
| :---: | :---: |
| 003436 : | 051435.0000135 |
| 003440 : | 02.003326 |
| 003441 : | 027412.000020 L |
| $003443:$ | 005402.000015 L |
| 003445 : | 140613.003423 |
| 003447 : | 067430.003371 |
| $0 \cup 3451:$ | $045420.20 j 722$ |
| 0 j3453: | 140612.003523 |
| 003455 : | 065432.000446 L |
| 003457 : | 013404.000025 P |
| $0 \cup 3461:$ | 35.000002 A |
| $003462:$ | $045403.000075 x$ |
| 003464 : | 140505 |
| $003465:$ | $003403.000076 x$ |
| 003467 : | 01.003471 |
| 003470 : | 01.003520 |
| $003471:$ | 06.003611 |
| 003472 : | $051403.000075 x$ |
| 00347 | 915415.0000025 |
| 0」3476: | $011437.000060 x$ |
| 0ن3500: | 02.0000125 |
| $003501:$ | 140314 |
| $003502:$ | 0<.vuuuiOS |
| $003503:$ | $011437.000002 x$ |
| $003505:$ | 005415.000013 S |
| 003507 : | $011437.000004 x$ |
| $003511:$ | 045434.003722 |
| $003513:$ | 011415.0000025 |
| $0 \cup 3515:$ | 02.003612 |
| 003516 : | 04.0000105 |
| 003517 : | 01.003326 |


－
Һூへへかゐ
mmmmm へNONO

| $\times$ | ささくはくさくされな |
| :---: | :---: |
| moo | さ0600ヶ4040 |
| $\rightarrow 2 \mathrm{~N}$ | ～ $000-100 \sim N$ |
| $\bigcirc 00$ | －00000mmmo |
| m $\quad \mathrm{m}$ | njorjoborno |
| 000 | ntom00 in mno |
| 200 | $\rightarrow 00000 \rightarrow 7 \rightarrow 0$ |
|  | －－－• • |
| 00 | 00003020 |
| 000 | 0000000000 |
| $\rightarrow$－n |  |
| $0-0$ |  |
| $\bigcirc 00$ |  |
| 000 |  |
|  | ．．．．．．．． |
| －m | No－nmuino |
| 000 | ○ッコーコーゴいい |
| $\bigcirc 00$ | $\bigcirc 0 \sim 0000000$ |
| mmm | mmmmmmmmmm |
| 300 | 3000300030 |
|  | 0000000000 |


| ， |
| :---: |
|  |  |


OAU PARAMETER

（PACKGN，STACK－FRAME）
NO MORE HANDLERS
1NヨW9ヨS 9วd <-8x

$$
\begin{aligned}
& X \rightarrow \text { MY PCB } \\
& \text { CONCEALED-STACK WEXT } \\
& \text { Y } \rightarrow \text { CURRENT GWD ENTKY } \\
& \text { CONCEALED-STACK LAST }
\end{aligned}
$$

$$
\begin{aligned}
& \text { EQUALS LAST, MUST RESET } \\
& \text { SET NEXT PTR }
\end{aligned}
$$












MOVE INFO TO CONCEALED-STACK
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Process Exchange mode on

1) Interrupt from I/O Bus
2) Micro-code
a) PSWKEYS $\leftarrow$ Keys, models
b) $\mathrm{PSWPB} \leftarrow R P$ (rey. where instr ctr. kept when courent uscr)
c) $\quad \mathrm{RP}<\operatorname{Ring} \emptyset$, Segment 4, Vector address
d) $\mathrm{Keys} \leftarrow 64 \mathrm{~V}$ mode
e) ICPN - interrupt clear priority network:
f) Set interrup inhibited in keys
g) Fetch next instruction
3) Next instruction is the beginning Phantom Interrupt code for the interrupt. Phantom interrupt code will either handle the interrupt or cause a process to be scheduled to handle the interrupt.

Phantom Interrupt code must
a) Acknowledge the interrupt to the controller
b) CAI - clear active interrupt
c) Return from interrupt

EXAMPLE:

MPC Phantom Interrupt Code

|  |  | $(0093)$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | 000120 | $(0094)$ | E | ENT | MPCINT |
| $000120:$ | $031404.031403 P$ | $(0095)$ | MPCINT | OCP | 1403 |
| $000122:$ | 001216 | $(0096)$ |  | INEC | MPCSEM |
| 000123 | 000000.000506 |  |  |  |  |

1) Interrup vectors to MPCINT
2) Acknowledge to controller
3) INEC

- clear active interrupt
- notify MPCSEM - start interrupt handler proc.
- return from interrupt



PRめ, PR1
PROCESS PR $\not \subset$, PR1
BRANCHED TO BY MPCDIM

PR $\emptyset$



CLEAR MPCFLG AND WAIT ON MPCSEM


T\$LMPC - USE ENTRY POINT
(XUNIT, XBA, $N W$, INST, STATV)


CONTROLLER Ø


CALL MPINIT initialize controller

CONTROLLER 1


FORMS
CONTROL



## BFGETR

Get space in Q

$$
\begin{aligned}
\text { BUFA } & =\text { BFGETR (BUFCON, NW) } \\
\text { BUFA } & =\text { BUFFER ADDRESS RETURNED } \\
\text { BUFCON } & =\text { POINTERS INTO BUFFER POOL } \\
\text { NW } & =\text { SIZE OF BUFFER WANTED }
\end{aligned}
$$

$$
\text { BUFCON }+\emptyset-\text { BFR }- \text { read ptr }
$$

$$
\text { BUFCON + } 1-\text { BFW }- \text { write ptr }
$$

$$
\text { BUFCON }+2-\text { BFTOP - top of } Q
$$

$$
\text { BUFCON + 4-BFBOT - bottom of } Q
$$



BFENQU


BFRELS
Release ITEM in Q

$\mathrm{XB} \leftarrow \mathrm{BUFCON}$
$X \leftarrow B F R$
$\mathrm{A} \leftarrow \mathrm{BFTOP}, *, \mathrm{X}$ $\mathrm{BFR} \leftarrow \mathrm{A}$

RETURN
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This document is designed as an aid to using and understanding the AMLC harcware and software.

The standard documents describe the use of the AMLC related commands, but a description of how the software and hardware works can only be found in internals course notes, which really require attendance on the course.

Many problems occur in normal usage of the AMLC due to a lack of knowlecge of how best to use the system. When it comes to making a modification to the software to adant it for a special requirement, all nature of problems occur.

The information contained in this document is split into a number of sections:
a) A brief description of the AMLC:
b) The user ccmmands and what they do.
c) A more detailed view of the software.
d) Interfacing special devices and coping with known bugs.
e) Differences on the 2300 .

The information refers to the segmented architecture: The differences in the P300 are cescribed in Section 6.

The details refer to the Rev 15 and Rev 16 releases of PRIMOS.

### 2.1 The Harcware: <br> The AMIC (Asynchronous Nult11ins Controllar) interiaces full duplax/half duplex data linas to a prive computar. <br> Thara aro basically three types of boards:

5002, 5004 half duplax
5052, 5054 सull duplex
5152, 5154 full dmolex with QAurc
The last digit rafers to the number of lines $(2=8,4=16)$.
The half duplex type $\ddagger$ sn't suppozted by standand softwara.
A. P300 can handle 2 boarcis (not QAMIC type). A $9350,400,500$ can handle QAMLC with a 400, 500 expandable to 4 boards.

Information is transferned by progzameed Input Outout (pIa), intarrunt and DME transfer. PIO is used for setting states or reading cortrol words. Information transfer is achieved on the stendard board by DMC on input and DMT for output. The QAMIC board uses DMC for input and DMQ for output. The speed of a line may be altered by softhare as can the character format and parity.
2.2

The Softarara
The comenents of the softwara for the AMLC are:
a) The AMIC diver AMIDIM (Segrent 6)
b) The AMLC phantem interrupt code (Segment 4)
c) The user rfng buffars (Segment 7)
d) The imput tumbla tables (Segwent $\varnothing$ )
e), The dedicated calls (Segment $\varnothing$ )

The softrare uses two basic mechanisirs. The first one, DMX tansfier cccurs without direct software interrention. The second cne, interrupt orocessing involves a) and b).

The design aim is to reduce the overheads incurred with the 2nd mechanism because this software is of course consuming CP power.

### 2.3 DMX Transfer

This mechanism uses cycle stealing. This means that the flow of execution is not affected while DMX is going on. However, in the micromachine which is where the microcode comprising each instruction is being executed, thare is a temporary break to handle the DMX service. This microcode is known as fyrm wear.

Incoming characters from the device use Direct Memory control. This method uses a pair of pointers in memory to indicate a memory area where characters can be placed. Each AMIC board has two such pointer pairs and memory areas (known as tumble tables). At Cold Start, the AMIC board (the controller) is loaded with these pointer pairs, and triggered. For a system with 4 boards there are consequently 8 tumble tables. Each tumble table is 48 words long. Characters arriving from a device are routed to the tumble table. The 2 byte ( 1 word) entry consists of a line number and the character, or a bit pattern in the line number byte to indicate a condition ie: break. This process continues until the tumble table is full. At this point, the controller signals this fact (intermpts) and switches input to the other tumble table. This toggling action continues automatically. It is the responsibility of the software to remove these characters before the toggle action overwrites the table.

Outgoing characters can use one of two mechanisms:
a) DMT (Direct Memory Transfer)
b) DMQ (Direct Memory Queue)

DMI is the most common machanism. In mamory, a cell is maintained for ach line. The controllar is given the address of the call block. Each call is scanned at the rata for the 11 na pertaintag to the cell, for presenca of a charactar. If a charactar is present, it 13 moved to the output davica and the call clsared by the controller. It is the responathility of the softrars to ffli the calls at a surficient rata to satigfy the Ifne speed to which the cell Inlater.

The second mechanism, DMQ is available on the 51 series boards. With this technique, the dacilcated call is roplaced by a quave. It is the responsibility of the softwara to top up tha quaus before the AMTC has extracted all the characters at the line speed.

## 2.4 <br> Intarinot Processinc:

Transfars to and from memory occur without softwara intarruption. It is the rasponsibility of the softara to remove the charactars from the tumble tables at a Esst enough rate and place characters in the dedicated cells or queves to satisfy the line speeds. The softonare is invoked by means of internution from the controller. Each itne on the controller has a flag bit called the Character Time Interrupt Elag (CIT). If this flag is enabled then an pertodic inter-upt is gereratad by the AMrc at the rate for the line. The worst situation could be every itne going at 9600 bavd with the CII flag on. In this case it is unlikely that the cro would do anything apart from runing awroik, tying to servica this internupt rate. This state of affairs is avoided in a balanced systom by vsing the CII flag in an ordered manner. For input the CTI Elag is set on a partucular line at a Icw race. This nominated line, called the input clock line, (one for the whole systam) is set to interwipt 10 times per second

At this rate, software examines the tumble tables and removes the characters. This is fine while the input rate is low (human type speed). A second mechanism exists to handle the case where characters are coming in more rapidly ie: a fast device sending in characters. When a tumble table is full, the AMLC recognises this and generates: an interrupt known as an End of Range (EOR) interrupt. This causes the softwara to clear the tumble table, hopefully before the other tumble table fills, (which, of course, happens normally). These two mechanisms cope with the two extremes. The first one, typing a few characters at one terminal, ensures that the characters are interpreted by PRIMOS and not just left in the tumble table until an EOR is eventually generated. The second one, flooding the AMIC with characters, prevents data loss except in the limiting case where the input rate is greater than the ability of the soficarare to handle it.

For output the CTI flag is set on a particular line at a faster rate than input. This line is called the output clock line, (one for the whole system). For the DMQ case A single clock line controls autut adinput. In the DMT case the software examines the cieciicated cells of all the lines and fills up any that are zero if characters are available. In the DMQ case, the software tops up the queues if possible. This system is fine if the lines are operating at the output clock line speed (or lower) in the case of DMP. If it is desired to run the line at a high speed, then two techniques are available. The first one is to make the output clock line run at the high speed. The disadvantage of this is that the amount or $C P$ power required to service this rate increases. At 9600 baud the ceu can spend a large percentage of time ( $>50 \%$ ) checking the dedicated cells, if this technique is adopted. The second technique is to switch on the CTI flag for the particular line. Acwever when no more characters are to be transmitted, then the flag must be switched off (otherwise the overheads approach the first method).

Normally the second mathod is adopted. The first one is usually only chosen by accident. - With pMo high speed lines ara handled by incroasing the size of the queus so that the topging wof the queue 10 trmes a second can copo with the higher rata. In practisa it is difelcult. to ditiva a line at tha maxim rata of 9600 baud dor to machins loading.

### 2.5 Softorara Implamentation

Tha provious section describsd the softare machanisms that ara operating systam independent. In other words, the intarrupt processing is not dependent on tha type of operating system. If the systom has an AMCC board, then the softorara mose perform the raquired sarviefng. This saction describes the softaraz cenventions acoptad by. PRIMOS to intariacs the AMIC to the rest of the systam.

The first considaration is the eventual destination of incoming charactars and the stera wher outgoing characters reside. Each configurad Ifne (terninal users and assigned lines) has an inout and an outcut buffer. These buffers are circular (fing) and default to 192 charactars on input and 384 charactars on output. Characters arrive at the input buffer from a device at the rate the dovice is transmitting. When the buffer is full, echo back is disabled. User space programs remove characters from the buffer using nornal input read routines. Characters afIVe at the output buffer frem usar space programs. When the buffer is soll, the user is suspended. Associated with each line is a data word called the LWORD. This is used by the software to deternine which buffer is being used for the line and various charactaristies set for the line.

Note echo is achiaved in the softrare not in the onntroller.

At cold start time, a test is made to see how many boards are plugged into the system. The internal tables are adjusted according to the result. The last line is called the group 1 line and determines the rate at which the tumble tables are scanned. The next line back is called the last line of group $\varnothing$ and determines the rate at which the dedicated cells are scanned for output. In a DMQ system, there is no groum 1 and the clock line becomes the last physical line.

## 3) TEE USER COMMANDS

This section describes the commands that affect the AMLC and its associated software. The user has to be the supervisor (system console) except for the ASSIGV and TERM command.

### 3.1 AMLC

This is the major command affecting the AMLC. It is issued from the system console either "on the fly" or in the $C \leqslant$ PRMO file. The format is:

AMLC (orotocol line number (confien) fword)
The variants are:
i) AMLC protocol line number config
ii) AMLC protocol line number config Lword
iii) AMLC line number config
iv) AMLC line number config Iword
v) AMLC protocol line number

The protocol may be TRAN, TRANES, TTY, TTYES, TTYNOP. The ES protocols invoike the CII bit on output. Consequently these are used if the line is being set to a speed greater than the output clock line. For DMQ systems $\overline{\text { ES must not be used. The difference }}$ between IRAN and TTY concerns the treatnent of newline characters, the parity bit and echo.

For TIY protocol carriage return is echoed for line feed, bit 8 is set trie and the character is echoed unless specified otherwise in LNORD. TYNOP disassodates the line fram a usar spaca and it is used when:
a) A पSRASR spaca is being set up
b) An assigned lina is baing sat up

In case a) the Iina baing no opped is 2 less than the user number. Casa b) is usualiy speciझied if transparant protocol is being used. The Itne numier is specified in octal. The config word is a bit pattarn used to set up line speeds, stop bits and charactar langth. On racaipt of the config word, PRIMOS issces a PIO to the contuller to altar its state. The speed bits have 4 fitrad speeds, a programmed clock and 3 jumper assignable speeds. The programmod clock $\pm 3$ usvally set to 9600 baud. The fumpers have to be set on a ccmplate board besis. Normelly installations chcose the intarmediate speeds between 1200 baud and 9600 baud. The EWORD controls treatment of carriage return, echo and XON/XOFF. The Ifght hand byta deternnes whather the line is associated with a user space. To make a inne assignable, this byte must be cleared. The exact specification of the config IWORD bit pattam can be found in the System Acministrators Guide.

### 3.2 ASSIGV/TNASSIGV

This command is used when it is requirad to assign an AMCC line. It is issurd ficm user space. It uses the same forrat as AMLC, the ASSIGV/UNASSIGV being placed before AMIC, ie: AS AMLC etc.

Two important points to note are:
a) IWORD can not be altered from user space.
b) Not specifying the protocol will default the line to TRAN.

The implications of a) are that features like XON, if set up this way, have to be done on the LWORD attached to the original AMLC command input at the system console. The implications of b) are that if a feature like XCN is required, then THY or THYES must be spectfied because XON will not work under TRAN. For the UNASSIGN, an abbreviated syntax is allowed, ie: $\mathbb{N}$ AMLC lineno.

## 3.3

AMLBUF

This command can only be issued at cold start from the CONFIG data file. It is used to change the buffer sizes and the Queue size if DMQ is being used. Note, however, that the latter doesn't work under Rev 15. The parameters are octal words, so for buffer sizes, a conversion to decimal characters has to be made, eg: a parameter of 1000 would give a buffer of 1024 characters. The line number is also octal.

Problems occur if AMrBUF is being used to alter assigned lines. The line number must be the next one beyond the terminal lines for the lst assigned line and the one above that for the next and so on. This is because the buffer given to an assigned line is taken from a pool residing above the terminal buffers. The order in which the buffers are given is detemined by the order in which the lines are assigned. The physical line is not used for these calculations. Imagine a system where NUSR $=4$ and NAMLC $=3$. The AMLBUF command must use line number 3 for the lst assigned line, 4 for the 2 nd and 5 for the $3 r d$. The line actually assigned is immaterial.

When using the $D M Q$ parameter, the queue size must be calculated $2^{* \pi} K, 4$ 相 16 If the queuo size is less than 16, then a machina ialt will. occur.

### 3.4 NOSR

This comand controls tha numbar of termonal lines conftgurad. for this sagzion. NOSR must be placad in the CCNEIG data Ale. NUSR which is cctal, raprosents the number of users incIuding tha systam usar.

### 3.5 NAMLC

This comand controls the number of available ANIC lines. Buffars are lockad according to the combinatton of NUSR and NAMLC.

### 3.6 TERM

This comoand alters the charactaristies of the AMLC from user soace. It makes the IWORD bits availabla at user space, in particular XCN/XOFF and duplex. TGRM will clear bits $4-8$ of LNORD 30 , if these bits have been used by a modified system, then care must be exarcisad.
4) INNER DETATIS OF TEE AMLC SOFNWARE

This saction is intended to give an indepth view of the software. If it is required to hang devices on the AMIC or modify the softrare for spectals then the implications of doing this have to be undergtood so that unpradictable stde effects are not experienced.

### 4.1 Overview

The most important module handling the AMLC is AMLDIM. This module runs as a complete process and has its own semaphores to control the character flow. AMLDIM is where control goes eventually when an interrupt is received. This module uses a number of other modules:
i) FMLIOB (From Logical Input Output Buffer). This module is responsible for obtaining characters from the ring buffer and passing them to AMLDIM.
ii) TOLIOB (TC Logical Input Output Buffer). This module is responsible for placing characters in the ring buffer (either input or output).
iii) BUFCHK. This module examines the ring buffer to see if there is room for a given number of characters.

The code that handles the interrupt is contained in SEG 4. This code causes the interrupt response code (IRC) to be invoked.

### 4.2 Phantom Interzupt Code (PIC)

When an interrupt is received by the microcode, control passes to a location in segment 4. The current PB register and KEYS are saved by the microcode and the code located in segment 4 is executed.

For the AMIC this coda consists of 5 instructions. There are 4 OCP instructions and an INEC AMTSEM. The OCP
instructions claar the AMCCS interrupt mask and disable any firthar intorrupts. The INEC is a procass exchange instruction that:
i) Nottsias the somaphora NMTSEM and places tha PCB on that smaphore on the end of the ready list at correct Ievel.
11) Issugs a CAI operation whfch frees the backplane of the C?U for further internwes.

The operation parficmed in i) means that the AMIDIM proces3 which in inle stata waiting on AMLSEM, gats moved onto the reacy list by tha dispatcher (a microcode operation). Tha posithon it occupies on the ready list is governed by its level, which is 2 for the AMIC. Only the clock and SMLC are hifher. The gignificance of the end positioning means that if other processes were on the same level, then the AMLOIM process would be placed at the end of the chain. Howaver, as AMTDIM is tha only process at this level this is of no significance. The level is set in the FCB at Systam Startup. The dispatcher then either schedules the new process (AMTOIM) if it is now at the highest level or, else continues with the current process. The lattar will only occur if the current process is the clock or the SMIC.

The end result is that the AMTC gats serviced verl rapidly. When the AMIDIM process has finished, then the disparcher schedules the next process in the reacy list. This could be the one that was intermupted or a higher one if another interrupt had occurred $a$ fiter the AMIC one.

CONTROCLER

## USER

WAIT BUFSEM
CALL FMLTOB
801701
$\$$


Referring to the diagram, the basic flow starts with the dispatcher (microcode) giving control to AMLDIM. After the lst interrupt, after cold start, the process (AMIDIM) is always on a WAIT instruction. The first task is to identify the controller that interrupted. These tests are performed in Rmode because PIO cannot be performed in Vmode. AnY PIO instruction is converted to an EIO which cccupies 2 words. Failure to find the interrupting controller causes a HAIT. Having identified the interrupting controller, the status word for that controller is input to determine what type of interrupt occurred. Three types of interrupt can occur:
i) End of Range (EOR)
ii) Character Time Interrupt (CTI)
iii) Multiple CTIs

Case i) is indicated by bit 1 being set (the sign bit)
Case ii) is indicated by bit 9 . Bits $13-16$ indicate the Iine.
Case iii) is indicated by bits 9 and 10 .

Case iii) occurs if a 2nd CII is generated before the INA instruction is issued to get the status.

If none of these cases is detected then a WAIT on AMISEM is issued and the dispatcher reschedules another process.

## Case i) EOR

Control is transferred to AMITN. The correct tumble table is located and the table $I A D R$ is used to reference the input protocol. IADR has one entry per line which points to a protocol.

The default sat up is TTYIN. The AMIC command modifies the tabla accordtng to tha protocol named. The subscinpt to point into the corract entry of IADR is obtained from the line numer hold in the mble table. Control is transforred to the appropriata protocol.

There are to baste input protccols:

| a) THYTN Teletype input |  |
| :--- | :--- |
| b) TrNSIN | Transparent ingut |

The purpose of the protocol is to examine the incoming character and make adjustments according to the srecificatton of the protocol. For case a) a test is made to see if its a braak charactar. If not then tasts ara made to see if zoN has been enabled. The character is writtan to the input ring buffer using TOIIOB and if echo is required then it is also writton to the output ring buffar. If the input ring buffer is full, then no attamitis made to write the charactar away and echo is disabled. Consequently, if the input ring buffer is not clearad, charactar loss results. For case b) no tests ara performed except ignoring braak. Eowever, the character will not go to the inout fing buffar if it is fuli.

Both protocols NIFY the semaphore of the line so that a user process watting on the sampinora will be placed on the reacy 11st.

Sven though only one EOR was generated, all the tumble tables are cleared while this scan is being performed. At the end of the loop, the AMLC status is examined back at AMLDIM to see if any other intarrupts had occurred lusing the same status word containing EOR). If none exist th $n$ a WAIT on AMLSEM is issuad and the dispatcher gives the cou to the next user on the reacy ifst.

## Case 11) Character Time Intarrupt

On detecting a character time interrupt has occurred, a test is made to see which line caused the intermupt. If the line is the input clock line, indicated by its GrLAG being set, then extra functions are perfomred. These are:

1) Testing for loss of carry. The state indicatsd by a bit in the data set word word for the controller. the DIE (data terminal ready) is dropped for these Iines. If carry has been drogpod and DISLOG is enabled then an abort flag is set in the process abort word of the PCB. This is done at the half the cloci rate (consequently usually 5 times a second). Dropping the data terminal signal for lines that have lost carry.
ii) This occurs every 3 minutes. Eowever, problems occur with this; see section 5).
Every 3 minutes DIR is drooped for all lines that dont have carry. This caters for the case where lines that never had carry, e.g. modem lines, are accidently angaged.
iii) AMIIN is called to clear the tumble tables as for an EOR.
Then AMLOUT is used to examine all the dedicated in the current group ( $\varnothing$ or 1). The mechanism used to do this is to check the output ring buffer to see if any characters exist. If thera are characters present then code is entered (depending on the controller type). For the DMT case, the dedicated cell is examined and if it is empty, then the OADR table is used to transfer control to the output protocol for the line. The default output protocol is THYOUN. Others available are:
a) TrNOUT Transparent
b) TRHOUT Transparent highspeed
c) TIEOUT Teletype iighspeed

The main difiserenca exists between the high speed and the normal protocols. The high speed protccols use the charactor time intarrupt bit to over-Ilde the slower speed of the group clock rata. If thera are mora than 40 characters in tha output Ingg buefar then the CII bit is switchad on. This of coursa causes interrupts at the rata for tha lina. When thara ara lass than 40 characters, the CII bit is switchad off and tha dadfcated cail is raplenished at the clock rath for groun zero.

In the $[N Q$ case the quaus is examdred to see if it can take any more characters. Because nkg systems do not use high speed protocol, the intarrupt is caused by the last line of Group zero which cecurs at 110 bavd.

The routho EMLIOB is used to obtatr a character and place it in the dedicated cell for the line or at the bottcm of the queue for $D M Q$.

When all the lines have been serviced, a WMIT on AMTSEM is issued.

## Case ifi) Multiple Charactar Time Interiusts

The only difference between ii) and iii) is that the AMTIN loop is executed prior to AMIOUT. This is done becuase there is no guarantee that the multiple interrupt didn't oceur on the input clock Ifne. The AMIC status word only contains the ifne number of the last internupting line.

Often it is necessary to interface special devices to the AMLC. It is important to be aware of the consequences of doing this in terms of the effect on the whole system and the effect on the device.

### 5.1 Rnown Specials

a) $\mathrm{XON} / \mathrm{XOFF}$ for input devices
b) Buffered devices for output
c) Page mode devices
d) Cassette Input
e) Adcing new protocols
f) Interfacing $D M Q$ boards
a) $\quad \mathrm{XON} / \mathrm{XOFF}$

In the standard AMLC software XON/XOFF is supported on output. This means that when the feature is enabled, sending an XOFF to PRIMOS suspends cutput and sending an XCN resumes it. However, some devices used for input, such as cartridge devices, will respond to $\mathrm{XON} / \mathrm{XOFF}$. This is designed so that the device can transmit data at high speed with the software stopping the device when its buffers are full. The modification to primos is fairly simple and involves:
i) Testang when the tumble tables are being cleared to ensure there is enough room in the input ring buffer to hold the data.
ii) If the buffer hasn't sufficient rocm then placing an XOFF in the outwut ring buffer.

1i1)
Testing the stats of the input fing buffer if an XOFF had been sent to see if transmission can be re-enabled.
iv) If transmission can ba ra-enabled, then plactng an zed in the output ring buffer.

Invoking special faaturss can ba achiaved by making une of spara Lhosb bitz. Tha matm considaration is to ensury that extra coda does not incraasa tha overhead in AMIDIM cur usaga. Consequently test i) is the only one that needs to be placad in tha interrupt loop. Test iii) can be placed in the low intormot yata locp eg: carfier loss.

## b) Buffored Devices for outout

Some output davices, sueh as plottors and printers, indicate when thair intarnal buffars aro full, by setting an intarface line (the busy signal). The standard AMCC 5054 can derect this on pin 8 \& miae the state of the signal avatlable to the softorare. Interfacing MMIDIM to these devicas can be achieved by:
i) Incorporating a special test in AMroUT
ii) Adding a new protecol

The modification i) is straightforward but once incorporated, gives the device to a specified line and also involves an overhead in AMIDIM, even if the device is not being used. ii) is a much more satisfactory solution as it is line independent. Care must be exercised when adding this modiftcation that all the precautions are obserred winen performing the $I / O$ required to read the AMIC status.

## Page Mode Devices

Page mode teminals are those which transmit a whole screen of information in one burst. This causes a large quantity of information to be sent to the tumble tables. If there are a number of page mode terminals connected to the AMLC, then there is the danger that the tumble tables will not be able to handle the input rata. Consequently, loss of information will occur, which necessitates increasing the size of the tumble tables in segment $\varnothing$. The main consideration is to ensure that the disk driver still resides at location 1400 . It will also be necessary to increase the size of the input ing buffers using the AMCBUF command.
d) Cassette Input

Cassette input devices are similar to page mode devices, in that they transmit burst mode packets. Consequently the size of the input ring buffers will need to be increased and the tumble tables may need to be increased. If the device restonds to XON/XOEF, then the considerations in a) need to be borne in mind.
e) Adding new Protocols

Adding new protocols is a fairly straightforward process. The tables in NLKCOM will need to be adjusted to reference the new protocol name (as input with the AMIC command) to the driver name in AMIDIM. The new protocol code will need to be added to AMIDIM using the bogic contained in the existing protocols ie: use of TOITOB and FMIIOB to manipulate the characters. The only other important consideration is to ensure that the generated code doesn't overflow the page boundries set up in MAPGeN.

Interfacing DMQ boaris
Adding DEQ boands to the standard systam causes no difficulty. The problem comes when a special adcition has to be incorporated. The DMQ only affacts spectals that requifa suspension of output based on cartain requiremants. The lemgeh of the quave mist be taken into account becausa surpension of transfar from the Hng bưfar to tha quave coasn't asfact the LMD going from quaux to tha AKIC. It is tharafora necessam to pacie out the quaue with null charactars which con't gat sant to the davica.

## 5.2

Known Problems

Cartain known preblemsexdst whteh can be got round by using cartain techniques.

If foresd logout on disconnect is conitgured (in the CONFIG fila) difrect connect devices may be logged out. The object is to drop DTR (Data Terminal Reaciy) on lines wth no carnier. However this is done by pratending all lines have carrier. Any line that never had carrier (ie: a diract connected line) will be force logged out. The solution for devicas that generata DTR is to use cable trea 1470. For devices that do not generata DIR 3trap DIR from the AMLC to car=ier. For the system console being operated as a USRASR tominal, tha carniar must appear high on the line that corresponds to the buffar being switched. The alternative is to set the LWORD to zaro.

If Eorced logout on disconnect is enabled, then output may not be turned on. This is because the logout message is attemptad before the LWORD is changed to allow output (ia: the buffar number insertad). If the output ing buffer is full then the procass (user) hanges on a samaphore. Message all now can cause tha Ing bufier to fill.

Unstable carrier can cause problems such as random disconnects.

Problems can occur with UK Modems because noise on the line may cause the modem to think carrier is permanently high. Carrier high with no cne logged in can cause a modem to become permanently engaged by a wrong number.

The maximum size of all ring buffers (in total) must be less than 32 K words.

The mechanisms used by the AMLC harciware are independent of system as the same controller is used throughout. The main difference between the $P 300$ and $P 400$ concerns the segmented architecture of the latter.

The AMLC criver AMTDIM coesn't differ significantly between the P300 and P400. The technique of tumble tables, dedicated cells and ring buffers applies. DMQ is not available on the 9300 .

The most important difference concerns the way the coce is entered. As there is no process exchange mechanism, the interrupt address is the entry point for AMIDIM. The DMX memory areas exist in the same segment as the driver. The ring buffers exist in a pseuco segment which is addressed through the memory mapoing tables.

The parameters of the AMLC software are fixed and changes can only be made at source level. The most common change is the buffer size. This can be achieved by modifying the module TFIIOB. The main consideration is to ensure that the centronics buifer start address is located on a page boundary.

The suspension of users is achieved by a state vector. Thts maans that if a user requires imput, he will not gat access to the ring buffer until a time slice interval (milke PRIMOS IV) whare he will be waiting on BUFSEM and get put on the Ieady list by AxuITM. This of course has consegusnces when sarvielng fast davices.
zCN/20FF is not implementad in the standard system, althovgih insartion of the coda is fairly stuaightfornarc.

## AMDIM ENAACEEENS

. BUFFERED PROTOCOL (REVERSE CHANNEL)

- LWORD BIT-5 SET-DETECT BUSY

BIT-6 (USED ONLY IF BIT-5 SET)
ON - IF DATA SET SENSE HIGH ISSUE XOFF, EESE XON.
OFF - IF DSS LON ISSUE XOFF, ESE XON

- TRANSMIT DISABLED WHEN BUFFER ENPTY 5 SECONDS.
. DTRDRP CONFIG DIRECTIVE AND DROPDTR COMNAND.
, BUFFER OVERFLON DETECTED USING NAK ('25) CHARACTER.
IF ONLY ONE CHARACTER SPACE REMAINS IN THE INPUT RING
BUFFER, A NAK WILL BE PLACED THERE, A SUBSYSTEM CAN
CHECK FOR THIS AND REQUEST A REIRANSMIT AFIER ISSUING
A CALL TO BUFCLR.
, PARITY ERROR DEIECTION
IF BIT 8 OF THE LWORD IS SET, AMDIM WILL REPLACE ALL PARITY ERRORS WITH A NAK CHARACTER. THESE MAY BE HAADLD AS FOR i. BUIFER OVERFLONS.


V-Mode Reaister Description:

| SCRATCH |  |  | $\frac{D M X}{}$ |  |  | CURRENT REGISTER4SET |  |  | CRS) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RS® |  |  |  |  |  | RS2 | RS3 |  |  |
| ADR | HIGd | LOW | ADR | HIGH | LCH | ADR | ADR | HIG | LOW |
| g | TR 9 | - | 40 | - | - | 100 | 140 | GRD: OfF2 | - |
| 1 | TRI | - | 41 | - | - | 101 | 141 | GR1:PTS | - |
| 2 | TR2 | - | 42 | - | - | 182 | 142 | GR2 (1, A, LH) | (2,B,LU) |
| 3 | TR3 | - | 43 | - | - | $\cdot 103$ | 143 | GR3 3 (EH) | (EL) |
| 4 | TR4 | - | 44 | - | - | 184 | 144 | GR4 | - |
| 5 | TR5 | - | 45 | - | - | 185 | 145 | $\operatorname{GR5}(3, S, Y)$ |  |
| 6 | TR6 | - | 46 | - | - | 186 | 146 | GR6 |  |
| 7 | TR7 | - | 47 | - | - | 187 | 147 | GR7 ( $9, \mathrm{X}$ ) |  |
| 18 | RDMXI | - | 50 | - | - | 110 | 159 | FAR1 (13) | - |
| 11 | RDNX2 | - | 51 | - | - | 111 | 151 | FLR1 | - |
| 12 | - | RATMPL | 52 | - | - | 112 | 152 | FAR2 (4) | (5) |
| 13 | RSGTI | - | 53 | - | - | 113 | 153 | FIR2:VSC (6) | - |
| 14 | RSGI2 | - | 54 | - | - | 114 | 154 | PB |  |
| 15 | RECCl | - | 55 | - | - | 115 | 155 | SB (14) | (15) |
| 16 | RECC2 | - | 56 | - | - | 116 | 156 | LB(16) | (17) |
| 17 | - | REOIV | 57 | - | - | 117 | 157 | XB | - |
| 28 | ZERO | ONE | 60 | (26) | (21) | 120 | 160 | DIAR3 (18) | - |
| 21 | PBSAVE | - | 61 | - | - | 121 | 161 | DTAR2 |  |
| 22 | RDMX3 | - | 62 | (22) | (23) | 122 | 162 | DIARI | 1 |
| 23 | RDMX4 | - | 63 | - | - | 123 | 163 | DIAR |  |
| 24 | C377 | - | 64 | (24) | (25) | 124 | 164 | KEYS | (MODALS) |
| 25 | - | - | 65 | - | - | 125 | 165 | OWNER | - |
| 26 | - | - | 66 | (26) | (27) | 126 | 166 | FCODE (11) |  |
| 27 | - | - | 67 | - | - | 127 | 167 | FADDR | (12) |
| 30 | PSWPB | - | 76 | (30) | (31) | 130 | 178 | TIMER | - |
| 31 | PSFKEYS | 1 | 71 | - | - | 131 | 171 | - |  |
| 32 | PPA:PLA | PCEA | 72 | (32) | (33) | 132 | 172 | - |  |
| 33 | PPB: PL8 | PCRB | 73 | - | - | 133 | 173 |  |  |
| 34 | -DSWFMA | - | 74 | (34) | (35) | 134 | 174 | - |  |
| 35 | LSWSIAT | - | 75 | - | - | 135 | 175 | - | - |
| 36 | DSWFP | - | 76 | (36) | (37) | 136 | 176 |  |  |
| 37 | RSAVPTR | - | 77 | - | - | 137 | 177 | - |  |

NOIICE - Numbers in parentheses ( ) show P30日 Address Mapoing
Definitions


| RSOIV | Register End of Instruction Vector |
| :---: | :---: |
| ZERO/CNE | Constants |
| PBSAVE | Procedure Base SAVE |
|  | saved return pointer when return pointer used elsewheres |
| C377 | Constant |
| PSWip3 | Processor Status Word Procedure Base $\quad \therefore$. |
| $\bigcirc$ | return pointer for interupt return (also used for Prime |
| perimevs | Processor Status word KEYS |
| Pwis | KEYS for interupt return (also used for Prime 300 compatibility) |
| PPA | Fointer to Process A |
| PIA | Pointer to Level A |
| PCRA | Frocess Control Block A |
| PP8 | Fointer to Process B |
| FLA | Pointer to Level B |
| PCBB | Process Control Block B |
| DSWRMA | Diagrostic Status Mord RMA |
|  | RMA at last Check Trap |
| DSWSTAT | Diagnostic Status Hord STATus |
| DSWFS | Diagrostic Status Ford Procedure Base |
|  | Return pointer or PBSAVE at last check |
| RSAVPIR | Register SAVE Fointer |
|  | Location of Register Save Area after Halt |
| $G$ | General Register |
| 0 T 2 | Old Length ard Type |
| PTS | Fointer To Sign |
| FARI | Field Address Fegister 1 |
| FLRI | Field Length Register 1 |
| FAR2 | Field Address Register 2 |
| FLR2 | Field Lergth Register 2 |
| FS | Procedure Base |
|  | FPS - REP |
|  | PBL - ${ }^{\text {- }}$ |
| SB | Stack Base |
| IB | Link Base |
| XB | Temporary (auxiliary) base |
| DIAR | Descriptor Table address registers |
| REYS | See below |
| MCDALS | See below |
| ONEER | Pointer to FCB of process oming this register set |
| FCCDE | Fault CODE |
| FADOR | Fault ADDRess |
| TIAER | l-millisecond process timer (used for time-slice) |

V-Mode Register Usage:




TAR


1-10 - OF ENTRIES IN SJT
11-32-HIG ORDER 21 BITS OF PHYSICAL ADDRESS (LOW ORDER BIT TAKEN AS ZERO SINCE II ALWAYS ACCESSES A WORD PAIR IN SDI.



2ITS 1-10127-32 = FHISICAL ADORESS OF PAGE HAP. OUTST RE ON A 64K RONDHKY.
1 BITS 23-20 - SFECIFY THE RING RIGTTS FOR RING 1
BITS 21-23 = \#ESERVED FOR FUTHE (Ring 2 rights)

IITS 24-26 = SPEMFY THE RING RIGITS FOR RING 3

NIIE: NIN O NHUYS HAS ANS ACLESS RIGISS.
s

$$
-8
$$

HAP BTRY


2- PERERENCED = PACE NAS REFERENCED

U - UN-HODIFIED = IF THE PAGE HAS BEEN NDDIFIED,THIS BIT IS 0

S - SHARED BIT a RESERVED FOR FUTURE MITII-PRDCESSOR SHARING ! probably used (P850)

3ITS 5-16 = 12 BIT PHYSICAL PACE



LDCS : = IF O, PACE NOT LOCKED
TO OLD = N OLD COFY ECISTS ON DISX, IF BIT SET
alt = LSE alternate paging device
BITS 5-16 = DISK TRACX ADDRESS (INDEX TO 8 PAGES)

- $x_{12}^{2} \rightarrow 2$
$\because \therefore$.
- DTARs 0 and 1 are shared by all processes. They are not altered on a process exchange.

Thus all processes hsare the same segments numbered 0...3777 (octal).

- Each user has his own private settings for DTARs 2 and 3 stored in his Process Control Block. These settings are swapped on a process exchange.

Thus each user can have his own individual segments numbered $4000 . .77777$ (octal).

- But segments in DTARs 2 and 3 can be shared too. This happens when two (or more) users have segment descriptors pointing to the same page table.

This form of sharing need not be systemwide, and the segment number assigned to the shared segment need not be identical in all processes.

This type of sharing is not allowed under current release of PRIMOS.

OPERATING
SYSTEM

USER
APPLICATIONS

SHARED

NONSHARED

| DTAR 0 <br> (0...17777) <br> operating <br> system code | DTAR 1 <br> (2000...3777) <br> shared editor <br> shared libraries |
| :---: | :---: |
| DTAR 3 <br> $(6000 \ldots 7777)$ <br> per-user <br> system tables | DTAR <br> $(4000 \ldots 5777)$ <br> normal <br> user code |
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## STLB I (IOTLB)

SIMPLIFIED DATA FLOH



NOTE $1:$
NOTE 2:
F1 AND F2 ARE HASH FUNCTIONS
--
If MISS EXISTS, MAPPING FUNCTION is PERFORMED ALONG WITH has function f2. Physical page number plus has f2 are mRITTEN INTO STLB.


II- 14


* INPUT - OUTPUT


-ascription:
A. DMT - Direct memory transFer; controller supplies memory Addres directly; fastest of $2 l l$ DIx
B. Dma - Direst memory access; controller supplies" "channel number to CPU; CPU accesses a pair of locations in Regis File which will supply. RANGE and STARTING LOCATIO For transfer; 8 channels of DMA; slower than DMI Reg. Files locations 20-37 reserved for DMA
$1^{\text {st }}$ Location
2's Comp. or Range D 10100
Range $=$ Number Words to be transferred (th ११ $00=$ High order address bits to allow transfers anywhere within 256 K
$2^{n 1}$ Location
Bits 15 y/ 16 of $1^{\text {st }}$ Location extend address to
C. DOC - Direst Memory Channel; controller. Supplies "channel number" t CPU; CPU access a parr of memory Locations (adja which supply STARTING ADDRESS and ENDING ADD $\approx 32 \mathrm{~K}$ for channels (soto-37es); slowest of all DIx; is max. range

Starting Address

Ending Address

Laded by cont-ither
escription:
A. DMT - Direst memory transfer; controller supdies memory Address directly; fastest of $2 l l$ DIx
B. Dma - Direct memory access; controller supplies" "channel number to CPU; CPU accesses a pair of locations in Registe File which will supply. RANGE and STARTING LOCATION For transfer; 8 channels of DMA; slower than DMT Reg. Files locations $20-37$ reserved for DMA
$1^{\text {st }}$ Location
2's Comp. or Range A 99
Range $=$ Number of Words to be transferred (th $9900=$ High order address bits to allow transfers anywhere within 256 K
$2^{n+1}$ Location
$\rightarrow$ Bits 15 F ic of list $^{\text {st }}$ Location extend address to
C. DMC - Direst Memory Channel; controller. Supplies "Channel! number" t CPU; CPU access a parr of Memory Locations (adja which supply STARTING ADDRESS and ENDING ADD $\approx 32 \mathrm{~K}$ Hor channels (soto37PS); slowest of all DMx ; is max. range

Starting Addrass

Ending Address

Liallad by contriver
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DIRECT MEMORY A.CCESS (DMA)*


FIRST LOCATION/TRANSFER ADDRESS
SECOND LOCATION/FINAL ADDRESS
DIRECT MEMORY CHANNEL (DMC)*

SUPPLIES THE CPU WITH AN ADDRESS
THAT IS ACCESSED IN MEMORY. THIS ADDRESS SPECIFIES AT WHICH LOCATION
THE TRANSFER IS TO TAKE PLACE.
POSSIBLE ADDRESSES THAT THE
CONTROLLER CAN SUPPLY ARE ANY
THERE CAN BE UP TO A
MAXIMUM OF 1024 DMC CHANNELS
(THEORETICAL)
MAXIMUM AMOUNT OF WORDS THAT
CAN BE TRANSFERAED IS
ALMOST $64 K$ (THEORETICAL)


[^2]

- Example shows parameters for a transfer to/from locatlon 6000.
- 


## REV, 16 FILE SYSTEM CHANGES

- 63 FILE UNITS PER USER (UNIT 53 RESERVED FOR COMOUTPUT)
- NEW CONFIG PARAMETER

FILUNT (RSVUNT) (MAXUNT) (TOTUNT
(16) (64) (2048)

RSVUNT - NUMBER OF FILE UNITS GUARANTEED TO BE AVAILABLE TO EACH USER.

MAXUNT - MAXIMUM NUMBER OF UNITS A USER CAN HAVE OPEN.
totunt - total number of units that may be OPEN SIMULTAMEOUSLY BY ALL USERS.

Hourn 1 $i$
$\vdots$
$\vdots$
$\vdots$
$\vdots$
$i$
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The Chassis


* Bath bards positions are interchangeable
* These 3 board's' positions care intenchangeaihle工-1

The Chassis

| MEMORY boards |
| :---: |
|  |
| CPU boards |
|  |
|  |
| ** URC controller |
| ** AMLC o aAMLC |
| * HSSMLC $n$ MDLC |
| * Disk Drive Controller |
| * Tape Dine Controller |
| SOC or VCP board |

* Bath bards positions are interchangeable
* These 3 board's' positions are intenchanpeable
工-1


I-2


INTERLEAVING IS IMPLEMENT USING TWO IDENTILAL BOARDS,

ONE BOARD CONTAINS THE EVEN ADDRESSES, THE OTHER BOARD CONTAINS THE ODD ADDRESSES,

THIS HAS THE EFFECT OF SPEEDING UP SEQUENTIAL ACCESS AND reduces the cache miss rate,

I-3


min $\sim$ n
$\xlongequal[\exists]{\exists} \quad 0 \quad z z z z z-1$
BUSINESS INSTRUCTION SET SUPPORT
HARDYARE MULTIPLY/DIVIDE and DOUBLE PRECISION
ARITIMMEIIC
SINGLE and DOUBLE PRECISION FLOATING POINT ARITIMETIC
32 BIT ARITHMETIC LOGIC UNIT
32 BIT INTEGER ARITHMETIC
64 BIT INTEGER ARITIMETIC
FAST FLOATING POINT ARITHMETIC (MICROCODE)
HABER OF BOARDS IN CENTRAL PROCESSOR
H
IT

## Register Files

the CPU incorporates a high speed register file of 128 LOCATIONS, EACH 32 BITS.

- these locations are divided into 4 groups as follows:

GROUP 0 (FILE ADDRESSES O-'37)
USED BY MICROCODE AND SYSTEM
GROUP I (FILE ADDRESSES '40-'77)
32 DM CHANNEL REGISTERS
GROUP II (FILE ADDRESSES '100-'137)
USER REGISTER SET A
GROUP III (FILE ADDRESSES '140-'177)
USER REGISTER SET B

TWO USER REGISTER SETS ARE INCLUDED TO FACILITATE FAST process exchange, one set is available to the currently RUNNING PROCESS AND IS REFERRED TO AS THE CURRENT REGISTER SET.

DETAILS OF THE USER REGISTER SET ARE AS FOLLOWS:

$$
I-6
$$







[^3]$\therefore+2 x+20=$
-



## PRIMOS STRUCTURE


I- 8

I-9

# REV, 16 PRIMOS IV SEGMENT LAYOUT <br> SEG $\square$ 1/O SEGMENT 

| PAGE NU'MER (OCTAL) |  |
| :---: | :---: |
| '0 <br> DMC CHAMNELS FOR AMLC, SMLC, MAG. TAPE. AMLC DEDICATED CELLS AND TUMBLE TABLES, SMLC STATUS BUFFERS |  |
|  | '1370 DVDISK |
| '2 | QAMLC Q CONTROL BLOCKS |
| '3 | FRBUFD, CRBUFF, CPBUFF |
| '4 | PRBUF1, CR23UFF, CP2BUFF |
| '5 | PRBUF2, PRBUF3 |
| '6 | VGBUFF |
| '10 | UNUSED |
|  | RING NODE WINDOW |
| '41 | SECOND MAG. TAPE CONTROLLER WINDOW |
| 147 | SMLC WINDOW |
| '63 | IPC WINDOW |
| '65 | MAG. TAPE DUi'iP WINDOW |
| '66 | FIRST MAG, TAPE CONTROLLER WINDWO |
| '74 | DISK WINDOW |


| SEG 1 | FILE SYSTEM ASSOCIATIVE BUFFERS |  |
| :---: | :---: | :---: |
| SEG 283 | MOVU2U SEGMENT WINDOHS |  |
| SEG 4 | INTERRUPT SEGMENT |  |
|  | - Phantom interrupt coide | $\uparrow$ |
|  | - CHECK HEADERS |  |
|  | - SEMCOM - SYSTEM SEMAFHCRES | 0-12000 |
|  | - READY LIST |  |
|  | - harM Start code |  |
|  | - COLD START CODE |  |
|  | - ECC HANDLER | $\checkmark$ |
|  | (OPERATING SYSTEM VPSD) | '2000-'12000 |
|  | - Interrupt fault table and handlers |  |
|  | - COMMON CHECK HAIIDLER | '76000 - |
|  | - FIRST LEVEL EVENT LOGGER (LOGEVI) | 000 |
|  | - PCB's |  |
|  | - CONCEALED STACKS |  |
|  | - INTERRUPT STACK | $\downarrow$ |
| SEG 5 | RING $\square$ GATE SEGMENT : |  |

```
SES 6
```

| 0 | SUPERVISOR COM'MON (SUPCOM) |
| :---: | :---: |
| 0 | CLOCK PROCESS |
| 0 | USER FAULT TABLE AIID HAMDLERS |
| $\bigcirc$ | SVC INTERLUDES AND CODE |
| 0 | COMXIT, UNLOAD, ETC |
| KERNEL PROCEDURES |  |
| $\bigcirc$ | DEVICE DRIVERS |
| 0 | LOCK MECHANISM |
| 0 | BUFFER COMTPOL (TFLIOB, LOCATE, ETC) |
| 0 | PAGE TURNER |
| 0 | COL START CODE (AINIT, AMINIT) |
| $\bigcirc$ | COMMAND PROCESSOR (DOSSUB) |
| 0 | BACKSTOP PROCESS (SCHED) |

SEG 7

- TERMINAL I/O BUFFERS
- SPECIAL BUFFERS (PTR, PTP, CEN)
- Q DATA BLOCKS FOR QAMLC

SEG 10

- PER USER DATA (USRCOM)
- FILE SYSTEM UNIT TABLES (UTCOM)

SEG 11 FILE SYSTEM PROCEDURES
SEG 12
NETNORK DATA AND PPROCEDUPES SMLC DATA AND PROCEDURES
(SEG 13 COMMAND ENVIRONMENT)
SEG 14
(O:NE TO CIIE)

- RSAV AREA
- OPERATING SYSTEM VPSD ENTRY
- CONFIGUPATION COMMON (FIGCON: AT '700)
- MAGTAPE DUMP AND MEMORY SCA.N
- WARP AIND COLD START ENTRIES
- VIRTUAL MEMORY MECHANISM CUDE
- MEMORY MAP ( (MIAP)
- PAGE MAPS (HMAP)
- PTUSEG
- SEGMENT DESCRIPTCR TABLES

SEG 6000 SLPERVISOR RIHG \& STACK

REV. 16 PRIMOS IV IJSEFUL LOCATIONS


REY. 16 PRIMOS IV USEFUL LOCATIONS (CONTINUED)

| $P C B^{\prime} \mathrm{s}$ : | A A ALC | 4/77100 |
| :---: | :---: | :---: |
| $\because$ | B.ACKSTOP | 4/76500 |
|  | USER 1 | 4/10010 |
|  | USER N | 4/100000 |
| LCCKS: | FSLOK | 6/13543 |
|  | UFDLOK | 6/13551 |
|  | UTLOK | 6/13557 |
|  | TRNLOK | 6/13555 |
|  | RATLOK | $6 / 13573$ |
|  | PAGLCK | 6/13551 |
|  | PAESEM: | $4 / 532$ |
|  | DSKLCK | 5/13667 |
|  | DSKSEM | 4/534 |
| FIGCOM |  | 14/700 |
| BHQMSK |  | 14/723 |

HIPRI Q
ELIG ©
LONPRI Q
INFUT WAAT (BUFSE:I)
TIMED WAIT (CLKRNG)
FILE SYSTE:
PAGE IN TPA:IOITION (PAGSEY)
DVDISK WAIT (DSKLCK)
DISK I/O (DSKSET)
LOCATE WAIT (LOCSEM)
USER SE:MAPHORES
NETWORK HAIT
MAG TAPE NAIT
$4 / 536$

- $4 / 540$
$4 / 542-552$
5/17524-17724
$6 / 2350-2374$
$6 / 13543-13576$
4/532
$6 / 13667-13672$
4/534
6/13675
5/21045-21245
6/20136-20336
6/21247-21261

I- 16
. 64 SHARED SEGMENTS:
2000 ED (UII IN SEG 13)
2001-2003 DBMS
2004-2011 SPSS
2012 DBMS
2013 BASICV
2014 KIDA, FORMS, COBOL, SHARED LIBRARIES
2015 DPTX - TCF
2020 MIDAS SEMAPHORES
2030-2037 RESERVED FOR USER APPLICATIONS
2040-2042 DBG
2050 FIN SHARED LIBRARY

- 511 TOTAL SEGMENTS (NSEG), DEFAULT IS STILL 192 $64 \%$.
. 128 FUNITS (IOCS STILL 16)
. 62 STARTED UP DISKS

I $A-1$

## PRIMUS MEMORY REQUIREMENTS

## - WIRED:

| SEGNO | REV 17 |
| :---: | :---: |
| 0 | $3 K$ K WORDS |
| 0 | 4 |
| 4 | 16 |
| 6 | 4 |
| 14 | 3 |
| 22 | 1 |

- PLUS . SEQ 4 - 100 WORDS FOR EACH CONFIGURED USER (PCB'S AND CONCEALED STACKS)
- SEE 7 - TERMINAL I/O BUFFERS FOR EACH CONFIGURED USER (DEFAULT 96 AND 192 WORDS RESPECTIVELY)
- PAPER TAPE, CENTRONICS BUFFERS AS REQUESTED (IX WORDS)
- SEQ 12-6K WORDS FOR MDLC

18K WORDS FOR PRC 23K WORDS FOR MDLC \& PNC

- SEE 14-SEGMENT DESCRIPTOR TABLES (NUSEG*2* NUMBER CONFIG, USERS)
-IMP, IX WORDS FOR EACH 2MB OF PHYS, MEMORY
- SEG 21- Q DATA BLOCKS FOR EACH CONFIG. LINE IF QAMLC PRESENT (DEFAULT 32 WORJS/LINE)
- SEG 22- PAGE MAPS, 128 :WORDS FOR EACH SEGMENT IN USE ABOVE '1777
- SEQ 6000 - RING $\emptyset$ STACK, $1 K$ WORDS FOR EACH LOGGED IN USER.
- 3 K WORDS MORE THAN REV 16 (2AC
- EXAMPLES:

10 USERS CONFIG,, 5 LOGGED IN - 48K WORDS WIRED
20 USERS CONFIG, 10 LOGGED IN- 61K WORDS WIRED
30 USERS CONFIG., 15 LOGGED IN- 73K WORDS WIRED

- WIRMEM CONFIG. DIRECTIVE PRIivTS INITIAL MIRED MEMORY, NEED TO ADD USERS RING $\emptyset$ STACKS AS THEY LOGIN, PAGE MAPS AS THEY ARE USED, BUFFERS AS DEVICES ARE USED.

PRIIMOS MEMORY REQUIREMENTS (CONT.)

PAGED:

|  | SEGNO | REV 17 |  | REV 16 |
| :--- | :---: | :---: | :---: | :---: |
|  | 1 | 64 | 64 K WORDS |  |
| ASSOCIATED BUFFERS | 5 | 2 | 2 |  |
| ECB'S | 6 | 36 | 26 |  |
| KERNEL CODE | 10 | 82 HORD PER CONFIG. USEF |  |  |
| USRCOM, UTCOM |  |  |  |  |
|  |  | IN WORDS PER. FILE UNIT |  |  |
|  |  |  |  |  |


| FILE SYSTEM CODE | 11 | 19 | 19 |
| :--- | :---: | :---: | :---: |
| NETWORK, COMMS, CODE | 12 | 38 | 37 |
| COMMAND ENVIRONMENT CODE | 13 | 34 | 0 |
| DPTX | 15 | 44 | 0 |
| RING 3 STACK | 6002 | 1+ PER | 0 |

- WORKING SET:
- MAIN CHANGE OVER REV 16 IS THE NEW COMMAND EMVIRONMENT
- ADDITIONAL 10K WORDS FOR SEG 13
- PLUS 1 1/2K WORDS PER "ACTIVE" USER
- GUIDELINE: $20 \rightarrow 30 \mathrm{~K}$ WORDS IIICREASE
- REV 17 SHOULD INOT BE RUN Oif SYSTEMS WITH LESS THAN $1 / 2$ MBYTE PHYSICAL IHEMORY.

$$
I A-4
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## PRIMOS SEGMENT LAYOUT (REV 17.1)

SEE 0 . ITO SEGMENT

- DMC CHANNELS FOR AMLC, SMLC, MAG TAPE
- AM MC DEDICATED CELLS AND TUMBLE TABLES
- SMLC STATUS BUFFERS
- DISK CHANNEL PROGRAMS
- Q CONTROL BLOCKS FOR QAMLC

SEG 1 . FILE SYSTEM ASSOCIATIVE BUFFERS
SEQ 2 \& 3 , MOVU2U SEGMENT WINDOWS
SEQ 4 , INTERRUPT SEGMENT

- PHANTOM INTERRUPT CODE
- CHECK HEADERS
- SEMCOM - SYSTEM SEMAPHORES
- READY LIST
- WARM START CODE
- COLD START CODE
- AC HANDLER
- (OPERATING SYSTEM VPSD)
- COMMON CHECK HANDLER
- FIRST LEVEL EVENT LOGGER
- PCB'S
- CONCEALED STACKS
- INTERRUPT FAULT TABLE AND HANDLERS INTERRUPT STACK

SEC 5 . RING $\emptyset$ GATE SEGMENT

SEQ 6 . TRAIN

- SUPERVISOR COMMON (SUPCOM)
- CLOCK PROCESS
- RING $\emptyset$ FAUlt TABLE AND HANDLERS
- UNLOAD, SEM\$, HOV . . .ETC.
- KERNEL PROCEDURES
- DEVICE DRIVERS (INCLUDING DISKIO)
- LOCK MECHANISM
, BUFFER CONTROL (TFLIO\$, LOCATE ETC.)
- PAGE TURNER
- COLD START CODE (Ainit, AMinit)
. DOSSUB
- INTERNAL LOGIN

BACKSTOP PROCESS (SCHED)
SEQ 7 . TERMINAL I/O BUFFERS

- SPECIAL BUFFERS (PTR, PIP, CEN)

SEE 10 . PER USER DATA (USRCOM)

- FILE SYSTEM UNIT TABLES (UTCOM)

SEE 11 , FILE SYSTEM PROCEDURES
SEQ 12 . NETWORK DATA AND PROCEDURES

- MDLC DATA AND PROCEDURES

SEQ 13 . COMMAND ENVIRONMENT CODE

- CONDITION MECHANISM: CODE
- RING 3 FAULT TABLE AND HANDLERS
- SVC INTERLUDES AND CODE

$$
\pm A-6
$$

## PRIMOS SEGMENT LAYOUT (REV 17.1) (CONT.)

SEG 14 , RSAV AREA ('200)

- OPERATING SYSTEM VPSD ENTRY
- CONFIGURATION COMMON (FIGCOM AT '700)
- MAG TAPE DUMP AND MEMORY SCAN
- WARM AND COLD START ENTRIES
- VIRTUAL MEMORY MECHANISM CODE
- MEMORY MAP (MMAP) ('2000)
, PTUSEG ('150000)
- SEGMENT DESCRIPTOR TABLES

SEG 15-20 , DPTX
SEG 21 . Q DATA BLOCKS FOR QAMLC'S
SEG 22 . PAGE MAPS
SEG 6000 , RING Ø STACK
SEG 6001 . SHARED LIBRARY IMPURE SECTIONS
, ABBREVIATION FILE
SEG 6002 , RING 3 STACK

## SYSTEM LIMIT EXTENSIONS (Rev 18 )

- RING BUFFERS MAY BE UP TO TWO SEGEMTS LONG, LSE BOTH SEGMEN '7 AND SEEEENT '34.
- NSEG LIMIT NOW 1022 SEGYENTS
- NUMBER OF SHARED [DTAR 1] SEGYENTS INCREASED FROM 64 TO 128. ['2000-'217]]
- NMBER OF SHARED LIBRARIES INCREASED TO 16
- PAGE DISK SIIE INCREASED FROM 512 SEGENTS TO ENTIRE 300 MB , IF NEED.


## VIRTUAL MEMORY DATA STRUCTURE CHANGES

. AT REV 17 HMAP/LMAP COULD SUPPORT 511 ('T77) SE(TVETS.
. BY PUTIING HARDWARE MAPS IN SEGYETT 22. AND LOGICAL MAPS IN SEGYENT 33 WE CAN NOW SUPPORT 1022 SEGFENTS ('776). START AT WORD ' 100.
. PTUSEG LARGER. NOW STARTS AT 14/25200.
. MMP INCREASED TO 2 WORDS/ENTRY; STARTS AT 14/4000
EXTRA WORD USED BY


## WFA

. METHOD OF PAGING DIRECTLY FROM FILE SYSTEM
, AT REV 18 ONLY EYOUGH SUPPORT FOR POSSIBLE
EARLY REEFASE OF EPF's.

- TWO NEW KEYS TO SRCH\$\$
:20 OPEN DAM FILE FOR WFA READ ACCESS
:60 OPEN DAM FILE FOR WFA WRITE ACCESS
TO USE AT REV 18

1. CALL SRCH\$\$ TO OPEN IN WFA MODE.
2. CALL VINIT\$ TO MAP FILE TO MEMDRY,
3. CALL SRCH\$\$ TO FREE UNIT.
4. PROCESS FILE.
5. CALL RTNSEG TO REMOVE SEGTENTS.

VINIT\$-
CALI VINIT\$ (KPY, UNIT, LOC (SEGTAB), LOC (RSEGTAB), NSEFS,
$L O C$ (WINDON), $L C$ (ACCESS), $\propto C$ (LFN), CODE)
KEY - : 10 CONSECTIVE SEGNOS REQUIRED
:4 WILL ACCEPT ANY OLD SEEMENTS
:2 I AM RECOMENING SOME SEGENTS
:1 I MUST HAVE SPECIFIC SEGYENTS

UNIT - UNIT ON WHICH FILE IS OPEN
SEGTAB - SEGYETT NUMBER(S) MAPPED (RETURNED)
RSEGTAB - RECOMENDD SEGYET NUMBER(S)
NSEGS - NUMBER OF SEGMENS TO MAP
WINDON - WINDOW NUMBER IN FILE (FIRST SEGNENT $0,$. SECOND SEGWETT 1, ETC.)
ACCESS _ ACCESS RIGTIS DESIRED FOR EACH SEGMENT
LEN - LENGTH OF DATA IN EACH SEGENT (RETURNED)
CODE - STANDARD ERROR CODE (ERRD.F UPDATED FOR WFA)

- MLST USE MMFS CONFIGURATION DIRECTIVE

MMFS MAY BE FROM 1-256
NSEG + MMFS MUST NOT BE GREATER THAN 1022
IF WFA SEGYEN, PTUSEG ENRY IS AFTER THE NSEG'TH ENTRY, WFEN
NOT IN MEMORY, LMAP CONTAINS THE LOW ORDER RA OF PAGE - HMAP CONTAINS
THE HITH ORDER, WHEN PAGE IS IN MEYORY, HIGH ORDER RA IS STORED IN
THE SECOND WOPD OF THE MAPP ENTRY.

Rev. 18


## MEMORY MANAGEMENT

```
In this section, we shall cover:
    - What is Virtual Memory?
```

- How the system manages its memory?
- How does a virtual address translate into a physical address?

$$
\text { I- } 17
$$

Virtual Memny are divided into
4 groups of 1024 segments. Each group hos 1 Descriptor Table Address Register (DTAR)


DAR $\varnothing$ - used ely operating system
$D T A R 1$ - shared by all users
DTAR2
DTAR3 1 Private to user.



## PROCEDURE CALL

MOTIVATION IS SHARED CODE
NEED SEPARATION OF CODE AND DATA
DEFINE THREE MEMORY CLASSES FOR EACH PROCEDURE :
(1) PROCEDURE AREA: . 1 PER SYSTEM

- PURE CODE
- LITERALS
- READ ONLY AREA
. POINTED TO BY PB
(11) LINKAGE AREA: . 1 PER USER
- FORTRAN LOCAL VARIABLES
. LINKS - INDIRECT POINTERS TO PROCEDURES AND COMMON
. ENTRY CONTROL BLOCKS
. POINTED TO BY LB
(111) STACK AREA: . 1 PER INVOCATION,
- caller's state
- ARGUMENT LIST
- FORTRAN TEMPORARIES
- POINTED TO BY SB

工-22

There are four base registers associated with 'Procedure Call' called by a user:
$P B$ - Pointed to the beginning of the procedure segment.

LB - Pointed to a location ' 400 location before the beginning of the linkage area.

SB - Pointed to the current stack frame.
XB - Extra base register for users to use.

Direct Entrance Call

A procedure call to a routine which is implemented
in the operating system but is gated through is called a Direct Entrance Call. See Figure $\qquad$ .


エ－24

Example of A Direct Entrance Call
Procedure frame
Linkage frame

I-25

PROCESS EXCHANGE \& SCHEDULING

One of the operating system's responsibilities is to decide which process is scheduled to run next and set up the necessary steps for this process. The first step is done by software modules, such as SCHED, PABORT. The latter step is done by hardware/firmware, and the procedure is called process exchange.

The data bases for Process Exchange are:
READY List
PCB (Process Control Block)
WAIT List
The root of Process Exchange is the Dispatcher, which is done in hardware.

The Dispatcher assigns a register set to the process which is scheduled to run and turn on the timer. It also scans the READY List looking for the process on the list.


character is received

- by COMANi) reset time
si ice 1


年
Then there is no process ready, the backstop will notify a process on the high priority queue if there are any.
I-28

## OBJECTIVES OF PRIMOS 4 SCHEDULING POLICY

- FAST RESPONSE TO INTERACTIVE USERS
- AVOID THRASHING
- SOME PROCESSING ON GRINDERS

THE PRINCIPLE CONSEQUENCE OF THE PROCESS PER USER ORGANISATION OF PRIMOS IV AT REV 14 IS THAT THIS POLICY IS NO LONGER IMPLEMENTED BY CHARACTERISING THE "STATE" OF A USER BY A NUMBER ASSOCIATED WITH THE PROCESS, BUT BY WHICH QUEUE - READY LIST OR WAIT LIST, THE PROCESS CONTROL BLOCK IS THREADED ON.

SCHEDULING POLICY IS THEN EMBODIED IN THE STRUCTURE OF NOTIFY AND WAIT INSTRUCTIONS THAT, ON CERTAIN EVENTS, (E.G. END OF TIME SLICE) ARE USED TO PUT THE PCB ONTO AN APPROPRIATE QUEUE.

- A PROCESS MAY BE NOTIFIED TO THE BEGINNING OR END OF THE READY QUEUE
- A PROCESS MAY WAIT ON ANY OF SEVERAL SEMAPHORES
- A PROCESS MAY BE REQUESTED TO REMOVE ITSELF FROM THE READY QUEUE TO A WAIT QUEUE BY SETTING ITS -ABORT FLAG


Ready List: All pointers are 16 -bit word number pointers within the PCB segment. The segment number is contained in the high portion of the ONNER pointer within each register set.

All PCB start addresses must be even (bit $\mid \mathcal{E}=\varepsilon$ ). The end of the ready list is marked with o BOL entry $=1 .$. .

FIGURE 1.

## H/ATT LIST STPLUCTURE



QUEVING: IS PRIDRITY CRDER WITA FIFO FOR EQUAL PRICRITY

Figure 2.

LEVEL

| 0 |  | CLOCK PROCESS |
| :---: | :---: | :---: |
| 1 |  | STMLC |
| 2 |  | AMLC |
| 3 |  | MPC, MP2 |
| . 4 |  | VERSATEC |
| 5 |  | IPC |
| 6 |  | RING NET CONTROLLER |
| 7 |  | SPARE |
| 8 |  | SUPERVISOR PROCESS |
| 9 | USER LEVEL 3 |  |
|  | USER LEVEL 2 |  |


| 11 | USER LEVEL 1 |
| :--- | :--- |
| 12 | USER LEVEL 8 |
|  |  |

IUSER PROCESSES
BACXSTOP PROCESS ————.

v-3

REV, If READY LIST:
LEVEL


2 sec . Time slice INTERRUPTED EVERY $1 / 3$ SEC to Give low-pel uses $A$ Shot - CPu.
(BAL. BET. Compute-Bonnd uses [HIPRPT] And Good dispense tore (10-Pari])
 If. 2 -sec SuIt not useD up $@ 1 / 3 \mathrm{sec}$. intrenuer, hots to lats $a$

## SCHEDULING

"INTERACTIVE USER" CYCLE

by COMANL) reset time


When there is no process ready, the backstop will notify a process on the high priority queue if there are any.

## SCHODULING

## "COMPUTE BOUND" CYCLE



KHEN ELIGTS (DEFAULT $1 / 3$ SEC) IS UP, PROCESS WAITS ON ELIGIBILITY Q IF ITS TIMESLICE (DEFAULT 2 SECONDS) IS NOT . EXHAUSTED. OTHERHISE WAITS ON LOW PRIORITY Q

ELIGTS is RESET ON NOTIFY FROM ELIGIBILITY Q. TIMESLICE IS RESET ON NOTIFY FROM LOK! PRIORITY E

BACKSTOP PROCESS REV 14.0 (Simplified)


BACKSTOP PROCESS（SIMPLIFIDD）Rev． 15


ACTIVE PROCESSES DEFINED AS THOSE ON FS LOCKS，DSKLCK， PAGLCK．A PARAMETER CALLED MAXSCH IS USED TO CONTROL THE新和 OF ACTIVE PROCESSES．THIS NOW CONTROLS INTERACTIVE USERS录 WELL AS GRIMDERS．

NOTE：＇QUITS＇CAN TAKE A LONG TIME TO RESPOND IF PROCESS IS ON LOWPRI $Q$ ．

$-\frac{1}{6}$ OPNFY ALLOWS 16 NOTIFIES ON LEVEL 4 LOXPRI $Q$ 8 NOTIFIES ON LEVEL 3 LOKPRI Q
4 NOTIFIES ON LEVEL 2 LOWPRI Q
2 NOTIFIES ON LEVEL 1 LONPRI Q
1 NOTIFIES ON LEVEL D LOWPRI $Q$
NFYCNT CONTAINS CURRENT NO, OF NOTIFIES ON CURRENT LOWPRI $Q$. WHEN NO ONE IS ON THE CURRENT LOWPRI LEVEL, $G O$ TO NEXT LEVEL IRRESPECTIVE OF NFYCNT



LOPNFY ALLOWS 16 NOTIFIES ON LEVEL 4 LOWPRI Q 8 NOTIFIES ON LEVEL 3 LOWPRI Q 4 NOTIFIES ON LEVEL 2 LONPRI Q 2 NOTIFIES ON LEVEL 1 LOHPRI Q 1 NOTIFIES ON LEVEL Ø LOWPRI Q
NFYCNT CONTAINS CURRENT NO. OF NOTIFIES ON CURRENT LOWPRI $Q$. WHEN NO ONE IS ON THE CURRENT LOWPRI LEVEL, GO TO NEXT LEVEL IRRESPECTIVE OF NFYCNT

## HAXSCH CONMAND:

USE TO SET THE SCHEDULING CONSTANT MAYSCH FROM SYSTEM TERYIINAL
MAXSCH 〈N〉
DEFAULT SHOULD BE 3.
NOTE THAT MAXSCH IS CALCULATED AT CONFIG TIME ACCORDINg
TO AVAILABLE MEMORY:

| MEMORY | MAXSCH |
| :--- | :---: |
| 64K HORDS | 0 |
| 95 | 1 |
| 128 | 2 |
| 160 | 3 |
| $\vdots$ | $\vdots$ |

ELIGTS COMMAND:
USED TO NODIFY THE ELIGIBILITY TIMESLICE FRO:1 THE SYSTEM TERMINAL
ELIGTS $\langle N\rangle$, WHERE $n=$ NEW VALUE IN TERTHS OF A SECOND DEFAULTS TO 3/10 SECOND.

CHAP CQMMAND:
AS AT REV.14. CAN BE USED TO CHANGE PRIORITY AND TIMESLICE ON A PER USER BASIS, NOTE THAT DEFAULT TIMESLICE IS 2 SECONDS.

$$
\operatorname{Rev} 17
$$

## SCHEDULING

- MAXSLH DEFAULTS TO 4 FOR SYSTEMS WITH 448 KB OR MORE
- BACKSTOP KNOINS ABOUT THE NEN DISK QUEUING MECHANISM WHEN CALCULATING THE NUMBER OF ACTIVE PR.OCESSES
- WITH MULTIPLE DRIVES, MAY BE POSSIBLE TO IMPROVE SYSTEM THROUGHPUT BY RAISING MAXSCH


## COMMAND LINE PROCESSOR

In Revision 16 and prior to it, the module DOSSUB is 'the' command processor. The commands are categorized into two groups:
internal and external commands
All internal commands codes reside in DOSSUB. All external commands run images live in an UFD called CMDNC $\varnothing$.

In Revision 17, a major change occurs in the command line processor -- call it New Command Line Processor. It has two distinct modes:
static mode and recursive mode
Currently, all user's programs and all external commands are executed in static mode. PRIMOS codes, internal commands, as well as the condition mechanism, are executed in recursive mode.

There are four groups of commands in Revision 17; they are:

- Old Ring 3 internal commands:

START and RESTORE

- New Ring 3 internal commands:

ABBREV, RLS, REN, DMSTK, RDY

- Ring O internal commands: DOSSUB's internal commands
- External commands:

Such as utility programs, compilers, and external commands installed by users.

New Command Line Processor is illustrated in Figure $\qquad$ .

$$
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READ A COMMAND LINE


Rev. 17


## DEBUGGING

(I) Ouervieu
(1) Addressing Modes: DEG operates on programs which execute in either 64 V or 32 I modes. The debugger itself executes in 64 V mode.
(2) Languages Supported: FORTRAN-74,FORTRAN-77,PL/1,PL/F. COBOL support is planned.
(3) Memory Requirement: The debugger's procedure part (which is shared) occupies 3 segments. Per user information requires a fixed amount of space includes common area and linkage text. This occupies about 48 k words. Per user space of variable length includes stack space fat leas 16K words) and symbol table spare. All symbol table storage is allocater dynamically.
(4) Central Frocessor: The DBG runs on any CFU capable of generating 64 V addressing mode. Presently, this includes FRIME 350,409,450,5日日,550, 650 and 750 processors.

## (II) PROCEDURE OF CALLING DBG

(1) Program Compilation

The user must inform the compiler that he/she later intends to use DEG. This is done by including the '-debug' parameter as one of the compiletime options on the command line.
For example, to compile 'myprogram' with the FORTRAN compiler for later use of DBG, one enters:

OK, FTN MYFROGRAM - 64 V -DEBUG
Inclusion of the '-DEBUG, option causes the compiler to output the information necessary for the debugger to recognize and manipulate program units, symbols and statements.
(2) Frogram loading

Frograms which are compiled mith '-DEBIJG' option are loaded in the same way as those which are not, in other wor $\begin{gathered}\text { s, } \\ \text {, the user experience }\end{gathered}$ no change in program loading.
(3) Invoking and Terminating DBG

The debuger is inuoked at FRIMOS level by 'DEG command followed by the name of the SEG file contaning the program to be debusged.
For example, to debug the \#myprosram':
OK, DEG \#MYFRDGRAM
**DBG** revision 17.0a (B6-February-1979)
>

With this command, the debugger is entered. It reads the programiand symbol table from the SEG file into memory and prints an ID
message as well as a prompt sign >. The debugger's command may be enterec When the 'quit' command is entered, the control is returned to PRIMOS command level.
Example:
> QIJIT
OK,

$$
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(4) User Program Control

Control is initially passed to DBG from PRIMDS when the debuger is invoked. Control passed from DEG to user's program when

- the user uses RESTART or CONTINUE command to restart or continue program execution.
- the user gives one of the single-step commands, such as STEP, STEP In, or OUT.
- the user CALLs a subroutine contained within the user program, or when the evaluation of an expression inuolves a user-defined function.

Control returns to DEG when

- the user program encounters a breakpoint previously set br user.
- the program completes execution of the number of statements implied or expressed in a sifisle-step command,
- the main program returns, or any program unit stops, pauses, calls EXIT or calls ERRPR's tu return to FRIMOS command level,
- in entry trace mode, whenever a procedure is called or returns,
- in statement andlor value trace modes, whenever a procedure is call or returnes, and prior to the execution of each statement,
- a user's subroutine or function returns from a call made fron DBG on behalf of the user,
- when the user depresses the 'quit' key at his/her terminal, prouide the user program has no handler or the QUIT\$ condition.
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RESTART
CONTINUE
Gото
MAIN
BREAKPOINT
TRACEPOINT
CLEAR
CLEARALL
LIST
LISTALLTYPE
LET
ARGUMENTS
STEP
STEPIN
IN
OUT
ETRACE
STRACE
TRACEBACK
WATCH
WATCHLIST
UNWATCH
VTRACE

$$
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## PRIMOS BUILD

This section will be devoted to PRIMOS build. It is necessary to build PRIMOS when you

- Modify one of the operating system codes.
- 

or Ring 3

- Install a Ring o internal command.
- Install a Direct Entrance Call.

The PRI400 directory is where all the source programs and the corresponding object codes reside. PRIME supplies the source program so that user may modify or add a module in the operating system.

There will be a demonstration for PRIMOS build.
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```
/* ALL, PRI4CO, \(3 I . N-C M:!\), CJ/14/79
1* COMPILE A!:こ LTAJ ALL SOLRCES FOR PRI`JS ANJ ITS UTILITIEJ
/* COPYRISHT 1氵77, YRIME COMPUTER INC., JELLESLミY, MA J21JJ
/*
COMO O_ALL
/*
CO C_CONO.JFF 20
/*
CO C_VPSD 20
/*
/*
CO C PRMLD
/*
/*
CO C_MAPGEN 20 \(1 *\) GAnerate MAPGEN profran for PRIMJS - *MAPGEN
/*
/*
COC_KS 20 \(1 *\) Comoile and/or assemble source prozrms in \(k S\)
/*
/*
CO C_FS 20
/*
/*
CO C_NS 20
/*
/*
CO C_CS 20
1
/*
CO C_SE 20
/*
L*
CO C_R3S 20
* compile or assemb!e source proarams in R3S
/*
*
CO C_PLPLIS 20
1* compile or assemble source projrams in JLPL
```



```
CO C_COMO.ON 20
1*O C RSLOAD 20 / L.O3 ringु object \(=0\) des and ouild PROOL3, PRSOO2
```



```
/*
/*
COMO -END
CO -END
```

$$
\text { エ - } 38
$$

| 00000 | PPPP | EEEEE | RRRR | AAA | TTTTT | 11111 | 00000 |  | N | SSS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00 | P P | E | R. $R$ | A A | T | 1 | 00 | NN |  |  |
| 00 | PPpp | EEE | RRRR | AAAAA | T | 1 | 00 | N | N | SSS |
| 00 | P | E | R R | A A | T | 1 | 00 | N | NN |  |
| 00000 | p | EEEEE | R. R | A A | T | IIIII | 00000 | N | N | SSS |

## DEVICE NUMBERS

To build or modify a partition you run a command called MAKE. In Appendix $A$, there is an example of MAKE being used to change two smaller partitons into a larger partition. However before you can run make, you must calculate the physical device number for that partition. A physical device number is a six diget octal number that tells the system how large the partitonis and precisely where it is located on the disk pack. Below is an example of a physical device number.

| $\varnothing \varnothing$ | $\varnothing 46$ | $\varnothing$ |
| :---: | :---: | :---: |
| $\frac{\text { starting head no. }}{2}$ | controller <br> address | drive unit no. x <br> or <br> drive unit no. x 2 |
|  |  |  |

For every physical device number, ther is also a logical device number. A logical device number is an octal number assigned to a partition.during startup. The first partition added to the system is logical device 1 , the next partition is logical device 2 , etc.
$\pi-2$

# PIIYSICAL DEVICE NUBBER. 



SURFACES


TIIIS TABLE COivTAIN ALL TIIE FOSSIbLE PIIYSICAL DEVICL NLMBERS FOR TIE 40, 80 , AND $5 C O$ :BB DISK DRIVES. TO USE THE TABLE DECIDE, HOW MANY DISK SURFACES APE TO BE INCLUDED IN YOUR PARTITION AND MIAT HEAD NUMBER IS THE FIRST HEAD IN THE PARTITION. LSING THIS JNFORMATION LOOK UP THE FHYSICAL DEVICE NLMBER IN: TIIF TAPLE. IF THE PAITITION YOU DEFINT: DOES NOT SHOK: UR ON THIS TABLE, THAN IT IS NOT A LEGAL PABTITION. FOR EXAMLE, ALL PARTITIONS MUST BEGIN O: AN ETIN IIEAD MMTEEI AND ORLY THE LAST PARTITIOM ON THE DISK PACK CAN HAVE AN ODD NLPBEF: OF SURFACLS. THESE THO PULES MIST BE CBEYED.:

NOTE - THI: PHYSICAL DIVICE NLMBIJS in THIS TADLE ACSLBIE THAT THE DISK PACK IS MOUNTED ON DISK DRIME C. TC FIND THE PIIYSICAL DETICE NLRBERS FCR DISK PACKS :NOUNTID ON OTIER DRIVFS, TAKI: TIIE DISK DRIVE LNIT NLMBER, MULTIPLE IT BY 2, AND ADD IT TO THE RIYEICAL DEVICE NLAEER FFOM TIIE TABLE. TIIIS SLRM IS THE FHYGICAL DEVICE NLRMBTR.
 IKSSIBLE (N A AO OR RO MB DISK DRIVE. NLSO NOTE THAT THE 40 MND $8 O$ MK DISH'S ONLY HAVE HEADS 0 TIIUU 4.

## PHYSICAL DETICE NLPMBER - 2nd ONNTPOLLER

NUMEER

OF SURFACES


THIS TABLE CONTAIN ALL THE POSSIBLE PMIYSICAL DEVICE NURTERS FOR THE 40, 80, ADD 500 MB DISK DHIIES. TO USE TIIE TARLE DECIDE HON: MANY DISK SUPFACES APE TO BE INCLUDED IN YOUT: PAPTITION NND MHAT HEAD NOSTER IS THE FIPST HEAD IN THE PARTITION. USING TIIS INFOPMATION LOCK UP THE PHYSICAL DEVICE NUR'BER IN THE TABLE. IF THIE PABTITION YOU DEFINE DOES NCYP SHOH: UT ON THIS TADLE, TIIAN IT IS NOT A LEGAL MARTITION. FOR EXAMPLE, ALL PARTITIONS MUST BEGIN ON: AN EVEX HFAD NURHFP AND ONLY THE LAST PAITITION ON THE DISK PACK CAN HAVE AN ODD NURISER OF SURFACES. THESE THO RULES MUST BE OBIYED.

NOTE - THE PHYSICAL DEVICE NUMBERS IN THIS TABLE AESLRIE THAT TIIE DISK PACK IS :OUNTED ON DISK DRIVE O. TO FIND THE PIYGICAL DEVICF. NURBERS FOR DISK PACKS MOUNTID ON OTHII: DRIVES, TANE THE DISK DIRIV: LNIT MRATER, MLLTIPLE IT
 THE MHYSICAL IM:VJCT: NLTBIBH:

 DISKS ONLY HAIE IIENSS O THIU 4.
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## MAKE

＊MAKE is a utility program used to create new partitions on a new pack or to change the size of existing partitions．
＊In this example we shall recreate a $10 \in 2$ partition into two partitions， 462 and 10462 ．There is one badspot on this pack：TRACK＝603 HEAD＝3． We shall run MAKE at user＇s terminal though it can be done at system consol
＊First step is goto system consol and type：
SHUTDN 1052
DISK 46210452
＊Then，qoto user terminal to run MAKE．

```
OK, ASSIGN DISK 4S2
OK, MAKE
GO
MAKE 16.8
BUILDING NEW PARTITION.
PHYSICAL DISK: 462
4OMB STORAGE MOD?NO
SPLIT DISK?: NO
DISK FILE-RECORDS ~AGE-RECORDS (DECIMAL)
OOO462 14814 O
FARANETERS OK? YES
PACK NAME?CLASSI
BADSPOTS ON DISK? NO
VIRGIN DISK? YEJ
VERIFY DISK? YES
FORMAT DISK? YES
BEGINNING FORMAT
FORMAT COMPLETFD
BEGINNING WRITE
WRITE COMPLETE
BEGINNING VEHIFY
DISK CREATED
OK, UNAS DI ムごこ
```

    II-6
    
## MAKE (II)

* MAKE partition with bad spots on it.
* We shall run Make on 10462 at user's terminal

OK, AS DI 10462
OK, MAKE
GO
MAKE 16.8
BUILDING NEW PARTITION.
PHYSICAL DISK: 10462
4OMB STORAGE MOD?NO
SPLIT DISK?: NO
DISK FILE-RECORDS PAGE-RECORDS (DECIMAL)
$010462 \quad 14814$ D
PARAMETERS OK? YES
PACK NAME?CLASS
BADSPOTS ON DISK? YES
TRACK $=607$
HEAD $=3$
TRACK $=0$ I answer 0 to terminate BADSPOT list
HEAD $=0$
TRACK HEAD OF BAD SPOT 6073

PARANETERS OK? YES
VIRGIN DISK? YES
VERIFY DISK? YES
FORMAT DISK? YES
BEGINNING FORMAT
FORMAT COMPLETED
BEGINNING WRITE
WRITE COMPLETE
BEGINNING VERIFY
LOST RECORDS
DISK CREATED

OK, UNAS DI 10462

* Goto system consol issue the following commands to starts up the partitions:

DISK NOT 46210452
ADDISK 46210452

* NOTE: MAKE on paging surface can be done only under PRIMOS II The CMDNCO and DOS are empty when a partition is made by MAKE.

Extra step must be taken if you wish to modify the partition containing CMDNCO and DOS. You must move these UFD's elsewhere before running MAKE.

$$
\text { II }-7
$$

## MAINTENANCE

* FIXRAT is an utility program that checks the PRIMOS file integrity on any partition. It reads every record in every file, directory and segment directory and checks its integrity. Should there be any inconsistency, FIXRAT prints out the discrepancy with an error message.
* In this example, we shall run FIXRAT on 452 .
* To run FIXRAT, first issue the following commands at system consol:

$$
\begin{aligned}
& \text { SHUTDN } 462 \\
& \text { DI } 462
\end{aligned}
$$

* Then proceed the following:

```
OK, AS DI 462
OK, FIXRAT
GO
FIXRAT 16.4 NO answer NO for the first time around
PHYSICAL DISK = 462
LFD COMPRESSION?YES
DISK PACK ID IS CLASS1
BEGIN MFD
    BEGIN CMDNCO
    END CMDNCO 1
    BEGIN DOS
    END DOS 1
    BEGIN SPOOLQ
    END SPOOLQ 46
    BEGIN LEE
    END LEE 15
    BEGIN XRI400
    END XRI400 414
    BEGIN BEVERLY
    END BEVERLY 12
    BEGIN MIKE
    END MIKE 11
    BEGIN BCB
    END BOB 31
    BEGIN ELTON
    END ELTON 9
    BEGIN CHEN.2
    END CHEN.2 23
```

```
END MFD 569
RECORDS USED(DECIMAL)=
    569
RECORDS LEFT=
    14245
DSKRAT OK
```

* FIXRAT done.
* UNASSIGN the disk
* Gobo system consol and issue:

DISK NOT 462
ADD 462

* Job done!
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## BACKUPS



$$
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## DISK TO DISK



* IN ORDER TO BACKUP A PARTITION, YOU MUST SHUT DOKN THE PARTITION YOU IIISH TO COPY FROA: SINCE YOU SHOULD BE MOUNTING A BACKUP DISK PACK, THE PARTITION YOU ARE COPYING TO IS ALREADY SHUT DOVN. -THE FOLLOKING COMRANDS MUST BE GIVEN FROM THE SYSTEM CONSOLE.

SHUTDN 10460
DISK 1046010462

* THE FOLLOWING IS THE TERMINAL SESSION FOR COPY

```
OK, AS DlSK 10460
OK, AS DISK 10462
OK, COPY
COPY 16.4
FRON: PHYS DISK= 10460
40%B STORAGE :OOD? NO
TO PHYS DISK= 1046\overline{2}
\O\becauseE STOP.AGE MOD? NO
FR.OM, TC, RECORDS = 10460, 10462, 7407
PARAMETERS OK? YES
```

DONE
IF YOU APE BACKING UP THE PARTITICN THAT CONTAINS C...DNCO, YOU MUST DO
SO UNDER PRIMOS II. THEN YOU DO NOT HAVE TC SHUT DOWN THE PARTITION
OR ADD IT TO THE DISF: ASEIGNAEILITY TABLE.
II -12

* LILLIAN'S DIRECTORY WAS DELETED BY MISTAKE SO YOU MUST GET A COPY OF THE DIRECTORY OFF THE BACKUP DISK. FIRST; YOU MUST MOL'NT THE BACKUP DISK ON THE SECOND DRIVE. THEN FROM A TEP...INAL USE FUTIL TO MOVE THE UFD LILLIAN.U OVER TO THE OTHER DRIVE.

OK, A $\because F D$ SECRET 1
OK, L
UFD $=M F D \quad 1$ OWMER
MASTER MFD BOOT CMDNCO DOS NANCY.P JACKI.P GEORGE.U
OF, , STAT DJSH:

| D:SF: | LDEV | PDIV |
| :--- | :---: | ---: |
| SUDNT | 0 | 460 |
| $\because \because S Z E R$ | 1 | 10460 |
| E:OCKUP | 2 | 10402 |

Oi: , FL'TIL
> TO MFD SECRET 1
> FROM MFD XXXXXX 2
> TRECPY LILLIAN
> $\underline{Q}$
On. 1
VFD=...FD 1 OWNER

GEOPGE.U

## MAGNET I C TAPE UTILITIES

## MAGNETIC TAPE UTILITIES



## SETTING THE DU:IP SKITCH

```
OK, A MFD SECRET 1
OK, I
UFD=MFD 1 OWNER
\becauseASTER MFD BOOT CNDNCO DOS NANCY.P JACKI.P LILLIAN.U -
GEOPGE.U
OK, A.S !.T1
OK, 首AGSAV -L -UPDT
F.EV. 16.2
TASE LNIT (C THK): 1
ENIER LOGICAL TAPE NUMEER: 1
TAPE NAME: EACKUP
DATEE (%M: DD YY):
R.EV NO:
NAME OR, CON:MAND: SI E MFD1 6
NAME OR COMmAND: ...FD
***START OF SAVE*\overline{**}
***END OF SAVE***
\becauseAM:I OF CONOMND: SR
```

OK, A MFD SECRET 1
OK, L

UFD=MFD 1 OWNER.

MASTER MFD BOOT CMDNCO DOS NANCY.P JACKI.P LILLIAN.U GEORGE.U
$\mathrm{OK}, \mathrm{AS} \mathrm{M:T1}$
OK, M:AGSAV -L -UPDT -INC
REV. 1G.?
T $\Leftrightarrow$ FE LNJT ( 9 TRK ): $\frac{1}{3}$
E: :TER LOGICAL TAPE NUMPER: 1
TAPE NA‥IL: BACKLP
DATE (…: DD YY):
RES NO:
NA..'E OR COWMAND: S1 B MFD1 6
NAME OR CO...'AND: MFD
***STAPT OF SAVE***
***END OF SAVI***
NA:IE OP CON:HAND: ©PR

OK, A MFD SECRET 1

* QNE OF THE USERS, GEORGE TO BE EXACT, HAS ACCIDENTLY DELETED HIS VHOLE UFD. TO FIX THIS PROBLEM, YOU NEED TO MOUNT THE TAPE HIS U'FD KAS SAVED ON. THE INDEX YOU RAN KHILE YOU KERE DOING THE SAVI WILL HELP YOU LOCATE THE PROPER TAPE.

OK, L
UFD $=\because . . \mathrm{FD} \quad 1$ OVNER.
MASTER MFD BOOT CMDNCO DOS NANCY.P JACKI.P LILLIAN.U

OF, AS !me
OR, MACPST
REV. 16
TAPE LXIT ( $\Omega$ TFK) : 1
EN:TER LOGICAL TAPE NUMBER: 1
NAME: BACKUP
DATE (K․․ DD YY): 09-07-79
REV NO:
1
P.EEL NO:
P.EADY TO P.ESTORE: §1 2

PEAADY TO RESTORE: PARTIAL
TPEENA: $:$ E : MFD $\$ GEORGE.U
TREENAME:
*** STAPTING RESTORE ***
$\therefore=\mathrm{FD}$ > GEONGE.U
FJLE CO...PLETE
*** RESTORE CONPLETE ***
$\mathrm{OK}, \mathrm{L}$
UFD=MFD 1 OKNER.
MASTER MFD BOOT CNDNCO DOS NANCY.P JACKI.P LILLIAN.U GEOPGE.U

## CUNVENTIONAL TAPE BACKUP

OK., A MFD SECRET 1
OH, $\overline{\text { L }}$

UFD=KFD 1 OKNER

MASTER MFD BOOT CMDNCO DOS NANCY.P JACKI.P LILLIAN.U GEORGE.U
$\mathrm{OK}, \mathrm{AS} \mathrm{XT1}$

REV. ]C.2
TAPE LNIT ( $\subseteq$ TRK) : 1
ENTER LOGICAL TAPE NUMBER: 1
TAPE NAME: EACKUP
DATE (IM: DD YY):
FEV NO:
NA..E OR COMMAND: S゙1 B MFD1 G
NA!E OR COMAAND: MFD
***START OF SAVE***
***END OF SAVE***
NANE OR CONMAND: SP

USAGE

## USAGE

Provides system usage information as difference readings

- between successive invocations of the program :

Runs as ring 3 process under standard operating system
Rev. 15 usage runs on the 64 user versions (with or without networking)

Counters may change whilst usage is looking at them so results can be inaccurate if time between runs is short should no be less than. 30 seconds

Segments $4,6,10$ must be shared with read access from ring 3

To run:

1. R usage15 , followed by

S
at some time later
further readings can be tal:en whenever " 5 " is typed
2. $R$ usage15 $1 / n$,

Runs periodically, the time between
Runs being $n$ seconds (octal)
Outputs to terminai, uss coro to eet results irto a file

## 

LINE 1:
Date and time of run
DTNE - Time between present and previous invocation in seconds

CPTOT - Total cpu time (seconds) used by all users since last cold start

$$
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IOTOT - Total I/O time (seconds) by all users since last cold start

Rest of output is difference between current and previous runs

## IINE 2:

- DCPTOT - Total CPU time (seconds) by all users-
\%CP - \% of real time that $C P U$ was running user processes (DCPTPT/DTIME)

DPFCN - Delta number of page faults
PF/SEC - Delta page faults per second (DPFCN/DTIME)

## IINE 3:

DIOTOI - Total I/O time (paging and file)
FID - $\%$ of real time that $I / O$ was going on
DIOCN - Number of disk I/O requests (paging and file)
IO/SEC - Number of disk I/O requests per second (DIOCIV) DINE)
\%OVIAP - Estimate of \% of the I/O time that was overlapped with nonidle time (DIOCN - DCPBAK)/DIOCN)

## IINE 4:

DIOCNT - Number of locate requests
LO/SEC - Locate requests per second (DIOCITT/DIIFI)
DLOFCT - Number of iceete rite on unused buffers
DLOSCT - Number of locate hits on same buffer
DLOUCT - Number of locate rifts on used buffers

LINE 5:
DLOCCT - Number of locate misses

$$
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LN/SEC - Number of misses per second (DLOCCT/DTINE) \%MISS - \% of locate requests which were misses (DLOCCT/DLOCNT*100)
\%XCP - Unaccounted CP time (100 - the sum of \%CPU) (Process exchange time)

## $=$

IINE 6, SYSTEM PROCESSESS


Users only appear if their CP or I/O counters have changed since the last usage run

When a user logs in or out, will get incorrect data for that user on the next usage run

- Occasionally get negative numbers when counters overflow


$$
\begin{gathered}
\text { STARTUP } \\
\text { AND } \\
\text { SHUTDOWN }
\end{gathered}
$$

$$
\text { III }-26
$$

BEFORE YOU SHUTDOK'N THE SYSTEM, YOU SHOULD WARN EVERYONE ON THE -SYSTEM THAT YOU ARE SHUTTING DOK'N. TO DO THIS, SEND A MESSAGE. BELOK IS A'N EXAMPLE OF HOW TO SHUTDOWN THE SYSTEM. THIS PROCESS - MUST BE DONE FROM THE SYSTEM CONSOLE.

OK, M! ALL NOK
EVERYONE LOGOUT - THE SYSTEM IS GOING DOKN
AFTER EVERYONE HAS LOGGED OUT, LOGOUT THE PHANTOMS. IT MAY TAKE MORE THAN ONE MESSAGE TO GET EVERYONE OFF THE SYSTEM.

OK, LO ALL
ALL THE LOGOUT MESSAGES WILL NOW TYPE OUT ON THE SYSTEM CONSOLE.

```
OK, SHUTDN ALL
REALLY? YES
WAIT,
LOGICAL DEVICE O, YOUR FILES ARE CLOSED
PRIMOS NOT IN OPERATION
```

표-27

TL'RN ON THE POKER IN THIS ORDER
CPŪ (TURN THE KEY TO ON)
DISK DRIVES (ONE AT A TIME)
TAFE DRIVES
OTHER PERIPHERAL DEVICES

BOOTING THE SYSTEM

TURN THE ROTARY SWITCH ON THE CPU TO STOP/STEP PRESS HASTER CLEAR SHITCH
CHECK ADDRESS/DATA SWITCH SET TO ADDRESS
PRESS SENSE SWITCHES $10,12,14$ UP ( 13 AND 14 IF USING CARTRIDGE DRIVE) TURN ROTARY SVITCH TO LOAD
PRESS START SWITCH

AT THE SYSTEM CONSOLE

IF THE BOOT VAS SUCCESSFUL THE SYSTEM VILL PRINT -
PHYSICAL DEVICE=
ON THE SYSTEM CONSOLE. YOL PEEPOND KITH THE PHYSICAL DEVICE NUMBER OF YOUR.
COMMAND SUPFACE ].E. VMERE PFIMOS IS STCEED.

TYPE KHAT IS UNDERLINED AT THE SIETI.: COMSOLE PHYSICAL DEV'ICE=460

PRIMOS II REV 16 .....
OK: STARTUP 460
OK: A PRIPLUN OR A PRI 1400
OK: R. PRIMOS
ㅍI-28

## TURÑING ON THE COMPUTER

```
TURN ON POWER TO THE CPU
TURN ON THE DISK DRIVES ONE AT A TIME
TURN ON THE POWER TO THE TERMINET
TURN ON THE REST OF THE PERIPHERAL DEVICES
```

BOOTING THE SYSTEM

THE SYSTEM CONSOLE KILL HAVE THE 'CP>' PROMPT YOU TYPE IN:

CP> SYSCLR
CP) BOOT 114
THE SYSTEM CONSOLE WILL THEN PRINT OUT :
PHYSICAL DEVICE=
THE REST IS THE SAME AS THE 400 AND 500

```
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## S Y S TEMS HALTS

$$
\text { II }-30
$$

## PRIMOS SYSTEM CRASH REPORT 400-500

WHEN THE SYSTEM HALTS DO THE FOLLOWING:
$=$

1. DO NOT MASTER CLEAR AT THIS TIME.
2. TURN ROTARY SKITCH TO STOP/STEP.
3. PUT ADDRESS/DATA TOGGLE SKITCH TO ADDRESS POSITION.
4. WRITE DOWN THE NUMBERS OF THE RED LIGHTS THAT ARE ON OR NOTE THE OCTAL VALUE. LIGHTS ON $\qquad$
5. NOW TURN ROTARY SWITCH TO FETCH Y.
6. PLACE ALL NUMBERED TOGGLE SWITCHES TO NEUTRAL POSITION (THE MAJORITY ALREADY ARE).
7. PRESS AND RELEASE DATA CLEAR.
8. PRESS AND RELEASE START.
9. PUT ADDRESS/DATA TOGGLE SWITCH TO DATA POSITION.
10. KRITE DOFN THE RED LIGHTS NOW ON.

ADDRESS 0 $\qquad$
11. TURN ROTARY SWITCH TO FETCH Y + 1 .
12. PRESS AND RELEASE START.
12. VRITE DOWN THE RED LIGHTS NOK ON.

ADDPESS 1 $\qquad$
14. PRESS AND RELEASE START.
15. KRITE DONN THE RED LIGHTS NOK ON.

ADDRESS 2 $\qquad$
16. TURN ROTAPY SEITCH EACK TO FETCH Y.
17. PUT ADDRESS/DATA TOGGLE SVITCH TO NDD:ZLSS POSITIOK.
18. PRESS AND RELEASE DATA CLEAR.
19. RAISE SWITCHES $1,2, \& 4$.
20. PRESS NUMBERED SWITCHES $12,13,14, \& 16$ DOWN (THIS WILL TURN ON THEIR ASSOCIATED LIGHTS).
21. PRESS AND RELEASE START.
22. PUT ADDRESS/DATA TOGGLE SWITCH TO DATA POSITION.
23. KRITE DOKN THE RED LIGHTS NOK ON.

35 HI (DSWSTAT) $\qquad$ 24. PUT SWITCH 4 IN NEUTRAL POSITION.
25. PRESS AND RELEASE STAPT.
26. $\bar{W} R I T E$ DOKN THE RED LIGHTS NOW ON.

35 LOK (DSWṠTAT) $\qquad$
27. RAISE SWITCH 4.
28. PUT ADDRESS/DATA TOGGLE SKITCH TO ADDRESS POSITION.
29. PRESS AND RELEASE DATA CLEAR.
30. DEPRESS NUMBERED SKITCHES $12,13, \& 14$.
21. PRESS AND RELEASE START.
22. PUT ADDRESS/DATA TOGGLE SWITCH TO DATA POSITION.
32. NFITE DOKN THE RED LIGHTS NOF ON. 34 HI (DSWPMA) $\qquad$
34. PUT SVITCH 4 IN NEUTRAL POSITION.
35. PRESS AND RELEASE START.
26. WRITE DORN THE RED LIGHTS NOW ON.

34 LOK (DSWRMA) $\qquad$
37. PUT ADDRESS/DATA TOGGLE SWITCH TO ADDRESS POSITION.
38. PRESS AND RELEASE DATA CLEAR.
39. RAISE SVITCH 4, DEPRESS SVIITCHES $12,13,14$ \& 15.

4C. PRESS AND RELEASE START.
41. PUT ADDRESS/DATA TOGGLE SKITCH TO
42. HRITE DOKN THE RED LIGHTS NOH ON.

36 Hl (DSKPB) $\qquad$
4こ. PUT SHITCH 4 IN NELTPAL POSITION.
44. PRESS AND RELEASE START.
45. WRITE DOKN THE RED LIGHTS NOW ON.

36 LOW (DSWPB) $\qquad$

$$
\text { II }-32
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46. NOK DO A WARM START. IF YOU CAN'T DO A WARM START YOU HAVE TO DO A COLD START. TO DO A WARM START, TURN THE ROTARY SKITCH TO STOP/STEP, PRESS MASTER. CLEAR SHITCH, THEN PRESS THE START SKITCH TKICE. '*** KARM START ***' SHOULD PRINT OUT ON THE SYSTEM CONSOLE JF A KARM START IS POSSIBLE. ALL THE TERMINALS SHOULD BEGIN TO FUNCTION. IF THE WARM START IS NOT SUCCESSFUL, YOD SHOULD GO THROUGH COLD START PROCEDURES. THESE ARE THE SAME AS A NORMAL STARTUP.

KHEN YOUR SYSTEM HALTS, THE LIGHT ABOVE THE MASTER CLEAR BUTTON GOES ON AND THE TERMINALS STOP WORKING. THE SYSTEM CONSOLE SHOULD HAVE PRINTED THE HALT LOCATION. RECORD THESE NUMBERS IN YOUR SYSTEM LOG. BELOK IS A PROCEDURE FOR FINDING THE REASON FOR THE HALT.

CP) D DSKSTAT
CP) D DSKRMA
CP) D DSKPB

RECORD THE NUMBERS THAT PRINT ON THE SYSTEM CONSOLE IN RESPONSE TO THESE COMMANDS. NOW YOU ARE READY TO ATTEMPT A WARM START. TYPE THE FOLLOWING COMMANDS ON THE SYSTEM CONSOLE.

CP) SYSCLR
CP> RUN
HALTED AT : 1001: 000010
CP> R.UN
*** VAPM STAP.T

IF YOU APE SUCCESSFUL KITH THE KARM START ATTEMPT, ALL THE USERS VILL BE ABLE TO CONTINUE. IF THE WARM START ATTEMPT WAS NOT SUCCESSFUL, YOU MUST THEN TRY A COLD START. THIS IS THE SAME PROCESS AS NORMAL SYSTEM STAPTUP.

## THE

 EVENT RECORDER***** CMDNCO>LOGREC, 22:20:12 FRII 25 JAN 1980
$09: 25: 00$ FRII 18 JAN 1980

MEMORY PARITY (ECCC) DSWSTAT $=020110146400$ DSWRMA $=000006017253$ $\mathrm{DSKPB}=000006017367 \mathrm{PPN}, \mathrm{KN}=000024001252 \mathrm{BIT}=6 \mathrm{OP}=1$

```
09:25:52 FRI 18 JAN 1980
```

SHUTDOKN BY OPERATOR
09:27:20 FRI 18 JAN 1980

COLD START CPU TYPE $=6$ MICROCODE REV $=2$
$1 D=000000000006000000000002000000000000000000000000$
DISK MOUNT: OP/SYS ON 000460
$09: 27: 36 \mathrm{FRI} 18 \mathrm{JAN} 1980$

DISK MOUNT: ANLYS1 ON 010460
DISF MOUNT: MPKREP ON C2O460
DISK MOUNT: ADMIN ON 020460
DISk MOLNT: CUST1 ON 0\&1060
DISK MOUNT: CUST2 ON 061060
DISK MOUNT: SCR.TCF ON 110061
$09: 28: 04$ FRI 18 JAN 1980

DISK MOUNT: SFTWAR ON 000462
DISK MOUNT: ANLYS2 ON 010462
DISK MOUNT: DEMOPK ON 020063
NATIONAL INSERTABLE-TAB INDEXES ENABLE YOU TO INSERTS ON WHICH TO WRITE YOUR OWN CAPTIONS.
The Beaded edge on tab makes it easy to insert captions Made in U. S. A.

NEN STRUCTURE OF USRCOM AND UTCOM:


OALY 5 CHARACTERS OF LOGMAM: ARE USE AT REV, 16. UNITAB, CUPATT AND HOMATT ARE 16 BIT POINTERS INTO UTCOM, WHEN USED AS AN ATTACH POINT, UTCOM DOES NOT KEEP ASCII CHARACTER STRING (USE UFDNAM.)
, min
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### 1.1 OVERVIEX

The format of a Primos disk is similar for all disk types supported. thy Prime. Each logicaln disk consists of a series of sequentially numbered records. Each disk record consists of a record header and a data section. All records of a given logical disk are the same size; every record has a record header. Disk records are used to contain all data on the disk including directories. Fimos currently supports two record sizes. Storage Modules have 1840 word records divided into a 16 word record header and a 1824 word data section. All other Prime supported disks have 448 word records divided into an 8 word record beader and a 440 word data section.

### 1.2 RECCRD HEADER FCRMATS

### 1.2.1 Overview

The data itens in the record header of both Storage Modules and all other disks are the same. The size of each data item and the order of the itens in the record header are different.

Below will be discussed the meaning of each data item and its usage. The name of the data item is the name used to referenct the item in Frimos IV operating system FORTRAN CODE.

REXCRA Current Record Address
The record address (record number) of this record will generally be checked by the disk driver (DWISK).

REKFOP Eeginning Fecord Address or Father Record Address
For all recoris except the first record in a SANs string, this data item contains the record address of the first record in the file (RRA). If the record is the first record in the file, REKFOP contains the beginning record address of the directory in which the file is entered. If the file is a DAM file and the record is the first record in an index level, but not the highest index level, REKFOP contans the record address of the first record in the next highest index level (SAM string).

REXDCT Record Data Count
Mumber of words which are valid in the data section of the record. If
the record is not the last record in a SsM string, the data count must
be the maximum allowed for the record.
REMTIP File Type is only valid in the first record of each file (BRA). In all
The item is
other records, REXIYP must be zero.

$$
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```
Bit 16: 0 # 5AM file, 1 m DAM file
15: - 1 megment directory, else 0
14: 1 m.UFD, else 8
```

Bits 2-13: on record 8 (BRA of BCOT) and record 2 (ERN of NSKNT)
only, 1 if disk has 1848 word records (Storage Module);
else 0.

Forward Pointer
Record address of next record in 5 sm string. Zero if current record is last record in SAM string.

REKBFT Back Pointer
Record address of previous record in SBM string. Zero if current record is first record in sis. string.
REKiVL Index Level In a DAM FiLL Zero if a SAM file. Else, the index level of the SAM string of wish the current record is a member. The highest index level has the numerically highest namer; the data level is zero.
1.2.2 Record Header Format - 1080 word records (Storage Module)

1.2.3 Record Headed format - 448 word records


INTDGER*2
INTDGER*2
INTEGER*2
INTEGER *2
INIDER*2
INTEGER *2
INTDGER*2
INELER*2, must be zero
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### 1.2.4 Accessing Record Beader Lata Items

The ring $\theta$ subroutine LCCATE is used to access both the record header and the data section of a disk record. Details on the usage of LCCATE are given elsewtiere in this cocirient.

Cne "op the actions of LCCATE is to arrange the record headers so that the data item lendens are those given for 1848 word records. The proper method of accessing the variables from FORTRAN code is:
$I=$ REKCRA (BUENEN)
and similarly. Note that each data item must be accessed individually; note ordering of the data iters can be assumed.

### 1.3 STRUCTMRE CF FILES

### 1.3.1 Overview

All collections of information on a Primos file system disk are organized into files. Directories are files whose data sections contain "special" information. Two basic types of files are currently supported, SAM (Secuential Access Method) and DAs: (Direct Access Method). There is no difference in the user interface to access information in either SAM or DAM files. Thus the editor will work on either type of file without any special cocing conventions.

### 1.3.1.1 SAM Files

A SAM file consists of a single "Sask string" in which all the recorcs in the file are linked together in a linear doulty linked list using the pointer FERFP and REKBFT in the record beaders of the records in the file.

$g<$ - The data in any SAM file may be accessed using pRns $\$ 5$ either sequentially or randan access. Rardam accesses wich are relatively far apart will be slower than if the file were a DAM file.

## 1:3.1.2 DaM Files

A DAM file consists of a hierarchy of "Sin strings". The data iu a Eiry file may be accessed either randanly or sequentialy using PRhs $\$ \$$. Either type of access Will occur with approximately the same speed.

level 1


Pictiured above is a moderate size ( 514 data records on a Storage Module) DAM file. Note that each index level including the data level is a SAM string. That is the records in each level are linked together in a linear doubly linked list using REKFFT and REKBFT in the record beaders. REXFOP in the record header of the first record in each level points to its "father", either the first record in the frnediately superior level or the BRA of the directory in wich the file is entered. The data words of all records winch are not in the date level contain pointers to (record addresses of) records in the imediately inferior level. The top level index is constrained to be exactly one record long.

$$
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### 1.3.2 EXTENDING AND TRLNCATING DAM EILES

When a EAM file is nesily created it consists of two records. The beginning reccre address (ERA) is that of the index record. The index record will have a data co:m of 2 (record addresses always INTEGER* 4 even on 448 word disks) as the data secti-. will contain one pointer pointing to the data record of the file As user data is writen to the file, records will be chained into the data level and record address poisters added to the index record until the data section of the index record is full ( 512 data records on Storage vodules, 228 data records on all other disks). Since the top level index is constrained to be one record long, another level of index must be created in order to grow the file. The next level of index is created by logically adding another record to the existing index and then creating another higher level index which contains 2 two record address pointers, each of which points to the two lower level index records. This is done by the ring a procedure NEnEAy and the COPYYP entry to the ring 8 module LOCATE in such a manner that the ERA (physical record address) is still the first record in the file (logically the newily created higher level index) wile the data that was formerly in the physical BRA is copied to a freshly acguired record.

When a [ak file is truncated, the number of index levels is never reduced. The number of records in each SAM string can be truncated to one. Thus, if the DAM file pictured above is truncated to zero data words, the structure will be changed to:
level 2
level 1


### 1.3.3 STRUCTURE OF LIRDCTCRY FILES

## L.3.3.1 Overview

Siere are two types of directories currently supported by Primos: (1) User File Sivectories (UFDS) and (2) Segnent Directories (SECDIRS). Note that a directory is itself a file and may be either a SAM or DAM file. Currently, DAM UrDs are not supported. The structure of record beader and index record pointers as outlined above is valid for all directories. The directory "information" is entirely in the data section (of the data level, if Das) of the records wich make up the directory file.

UFDS are always accessed in a seguential manner, usually looking for a match on file name. File entries in a UFD allow for flexible setting of attributes such as protection, date and time modified, etc.
SÉGDIRs may be accessed either randonly or sequentially. File entries in a SEGOIR consist of only the beginning record address of the inferior file; all attributes are der ived from the UFD entry of the topmost SEGDIR in a hierarchy of SOGCIRS. Only data files and other SETDIRs can be entered (inferior to) a SETOIR. Thet is $a$ UFD is not allowed under a SEGDIR.

### 1.3.3.2 UFD Structure

### 1.3.3.2.1 Overview

All UFds are SAM files. All information within a UFD is contained in "UFD entries". Each entry starts with an Entry Control Word (ECX). The left byte of the ECW (bits 1-8) contans the UFD entry type and the right byte (bits 9-16) contain the length of the entry in 16 bit words. Each UFD entry type has a fixed length header (which may be zero length) and zero or more sub-entries. Each sub-entry has a Sub-entry Control hord (SW) containing sub-entry type and length similar to the ECW. Thus, the internal format of a UFD is somentiat self-defining. In order to allow forward and backward compatibility, all code which deals with $V F D$ entries is written so that "unknown" entry and sub-entry types are ignored. The length field is used to skip over unknown types.

Currently there are 3 defined UFD entry types.
1 UFD header
2 Vacant entry
3 File entry

### 1.3.3.2.2 UFD Header

The UFD header is always the first entry in every UFD. It contains the owner and nor-owner passwords.


Owner password (3 words)

Non-owner passwords (3 words)

Reserved, must be 0 16 words

### 1.3.3.2.3 File Entry

The file entry is used to enter a file (data or directory) in a tUrD. The entry contans the internal name (BRA), external name (character string), and attributes.


$$
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PROTEX Bits 1-8 Owner Rights
Bits 9-16 Non-awner Rights in each byte

| 1 | read |
| :--- | :--- |
| 2 | Write |
| 4 | truncate/delete |

DATMOD
Bits: $\begin{array}{ll}1-7 & \text { Year } \\ 8-11 & \text { Month } \\ & 12-16\end{array}$

TIMNOD (Secands since Midnight)/4
FILTYP
Bits 5-6. reader/writer concurrency lock
E $\Rightarrow$ systen default
$1 \Rightarrow$ reader xor 1 writer
$2 \Rightarrow n$ readers xor 1 writer
$3 \Rightarrow n$ readers $A N O n$ wtiters
Bit 4: 1 if "special" file (BCOT,DSKF.iT, (MED, BADSFT)
Bits 9-16: file type
$0 \Rightarrow \operatorname{sam}$ Cata
$1 \Rightarrow$ dam data
$2 \Rightarrow 5 a m \operatorname{SEODIR}$
$3 \Rightarrow$ dam SEDIR
$4 \Rightarrow$ UFD
FILNAM File name is a left justified, blank padded character string (ASCII). The filename may be 1 to 32 characters ( $1-16$ words) in length. Inus, the length field in the SCN ("1") must be between 2 and 17.

### 1.3.3.2.4 Vacant Entry

The vacant entry type is used to logically delete a file entry. The contents of all words in the entry other than the ECR are undefined. Spase compression is not done so that existerg file entries do not change relative position within the UFD. The "get position" and "set position" functions of RDENDS require the file entries not move.

### 1.3.3.3 SEGYEMT DIRECTCRY STRUCTURES


1.3.3.3.1 Cuerview

SENOIRs contain only internal names (BRA) or null entries (IN;1(C)).

- $\frac{7}{2}$



### 1.3.3.4 SPECIAL FILES

### 1.3.3.4.1 NFD

The MED ( Naster File Directory) is the root node of the hierarchial file structure. The MFD is a URD. The ERA of the RFD is defined to be 1 . There is a file entry for "MFD" in the MD. Cne of the passwords of the MED must be "xxxxxx".

### 1.3.3.4.2 Disk Fecord Availability Table

The "DSKRAT" is a sam data file entered in the MED which contains a bit-map which indicates which records on the disk belong to files and which are free. The name of the logical disk is the character string name given to the iskrat file. The ERA of the dskrat is defined to be 2 .

立-12


Users should never change the data in the DSKRAT file. Typically (i.e., when " $x x x x x x^{\prime \prime}$ is the MFD non-owner password) the protection should be set to 11 (read only rights for both owner and non-owner).

### 1.3.3.4.3 BOOT

The sam data file BOOF is the record zero bootstrap used to read in and start the FRIMCS II operating system. The BRA of BOOT is defined to be 0 .

### 1.3.3.4.4 BADSPT

The sam data file named BADSFT is entered in the MFD by the disk formatting utility MAKE. It contains the heads and track numbers of disk records which are known to be unreadable. The file is only used by the disk consisting verification utility FIXRAT.

### 1.3.3.4.5 INTERNAL DATA BASES

### 1.3.3.4.5.1 N1LOCKS

N-readers-onewriter locks, or "nllocks", allow concurrent use and
.- interlocked upozating of a database. An nllock may be locked for "writing"

- (exclusive usa or update) or for reading (non-exclusive use).

The file system uses a collection of ordered nllociss. axey are ordered in the sense that they must be locked only in priority order fi.e., a process cannot lock a priority 1 lock while tolding a priortty 4 lock). This prevents the classic deadlock situation in which process lhas locked A and seeds $B$ [where priority (B) > priority (A)] while process 2 hgas locked $B$ and reeds A [process 2 would to in priority violation].

The si二 file system locks are described follawing.

FSIOR [File System Global Lock]

- Beld for reading whenever referencirg ANY file Eystem databas. Frevents addition or shutdown of disks.
$0^{\circ}$ Eeld for writing during oddisk, shutdown-disk, and certain special cases of srchss (change-access).


## UFDLOK [UFD LOck]

- Eeld for reading whenever any directory is being searched.
- Beld for writing menever any directory will be (or could be) modified (e.g., creating a file).


## UIIOK [Unit Table Iock]

- Held for writing whenever referencirg the Unit Table, to prevent changes to that table by other processes. In particular, the Open operation conflict check is interlocked in this way.

TRNTOK [Transaction Lock]

- Used to ensure that a given read or write call will never be interleaved with another read or write on the same shared file. Beld for reading or writing as appropriate. Some operations on segment directories use this lock.

RATLOK [Record Available Table [ock]

- Beld for writing whenever the RAT for a given disk is being accessed. Serializes disk allocation and deallocation.

DSKIOK [Disk DIM [Ock]

- Used to sirglethread the Disk DIM. Always held for writing.

IOCSEM [Locate Semaphore, not an nllock]

- Used for mutual exclusion in eritical regions of the Locite routine.

Note that, for most nllocks, recursive locking is not allowed (e.g., process cannot lock A if it already has A locked). The only exception is psich wich ray be recursively locked for reading, or locked for reading after being locked for writing, but not locked for writing after being locked for reading.
1.3.3.4.5.2 UNIT TAEIE DATABASE
if:

$\left.\begin{gathered}100151\end{gathered} \right\rvert\,$
rame vstat 1 vbra
3 ज्याvo
4 vicra
-
6 verwp
8. verz

10 viwp
11 vpriv
vpopra
points to date/time modified fis Rec. Addr.

14 vpoprw word offset for vpopra.
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## contents

（픙 worcis）entryname of directory．
（\％）wordds）Begiming Record Addr of directory． $=$
logical disk of directory
Record Addr of parent of directory
bits 1－8：gmonowner，1mowner
bits 9－16：access control information．
length of entryname．
Record Addr of DIN in parent directory entry． offset in record of DIM
$\sin 1011$

### 3.4.5.3 File System Internal Subroutines

? -3.4.5.3.1 Close file by unit or name
close ( $\operatorname{six} \mathrm{x}$ a, duro, unit, code)
trajuvno
point to file if unit=0, else ignored.
unit
code
is specific unit if $>8$, or 8 if close (bra,dvno)
standard error code (Output)
restriction: cannot go remote.
1.3.3.4.5.3.2 Change Open Access
exgace (key,unit,type, ecoe)
key 1 (read), 2 (write), 3 (RW)
unit unit wose ace is to be changed. Must be open
type file type of <unit>. (Output)
code standard error code (Output)
restrictions: no remote. New access must not conflict with other users. Unit table ist not be locked on call.

1.     - 4.5.3.3 Delete a Directory Entry

Jelete (dvro,bra, aldpr, enthed, entpos, code)
duno logical disk of file
bra beginning rec addr of file
oldpar true if an old part'n
enthed first word of file's directory entry
entpos (int*4) position of enthed in the parent directory
ccde standard error code. (Output)
estrictions: TRNTOK must not be locked on call. UFDTOK should be locked for writing rourd call.

## .3.3.4.5.3.4 Delete All Fecords in a File

elrec iexa, duro,filpop, code)
bea ${ }^{-\frac{2}{-}}$ Seginning Rec Addr of file to be gutted.
duro logical disk of file
filpop 3.R.A. of parent directory of file
code standard error code. (Output)
st tion: Ratick must not be locked on eall.
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ufd (name, length, dirpos,dirent,code)

| name | name of file to be looked up. |
| :---: | :---: |
| lexsth | bits 5-10: directory select |
|  | ( $0=$ user cufd, : $77 \times$ susr curd, |
|  | other $=$ that logical disk mfd) |
| dirtos | points to start of directory entry, or |
|  | suitable tole if file not found (Output) |
| dirent(29) | dirent (1) = 1 if old part'n, if new |
|  | dirent ( $2: 29$ = copy of directory entry |
|  | file found, else dirent (2) $=$ size of hole i |
|  | words for new prt'n only (Output) |
| code | standard error code (Output) |

restrictions: UFEIOR must be set for reading (at least). TFNLOK must not be locked at call. LNIT D will be used to open source directory. It will be left open and positioned to DIM slot for a file found.

### 1.3.3.4.5.3.6 Allocate a Disk Record

newrec $=$ getrec (ra,dvro,code)
ra record address of current place in file. New rec

will be allocated "near" this one if possible.
code
logical disk on which to allocate.
newrec record addr of new record, if allocated.
restrictions: RATIOK must not be locked at call. Must not be called for remote disk.
1.3.3.4.5.3.7 Compare Two File Systen Entrynames
equal $=$ namegs (namel,1engthl, name2,1ength2)

```
namel is first name.
lengthl is length (namel) in characters.
name 2 is second name
length2 is length (name2) in characters.
equal is true if nomes are equal. (Output)
```

Note: Iower case is comverted to upper case.
2
1.3.3.4.S.3.8 Add Record to New-Partition DAM File
newdim (drmp,dvro,datsiz,nrall,cra,bra,dera, code)
=riction: must not go remote.
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-3.3.4.5:3.9 Create a New Entry in Current Directory
whera $=$ newfil (ramd,length,pos, Birent, type, code)

| narne | namd of entry to be created |
| :---: | :---: |
| lexpth | lenth of name in chars. |
| pose | position in directory of hole in which to write pew entry (int*4) |
| direint(29) | directory entry in same format as fsurd. (Output fyrd of File to create. |
| t | Stardard error code. (Output) |
|  | B.R.A. of new file. (Output) |

restrictions: cannot go remote. UFDTOK must be held for write. RATLOK cannot be locked at call.
1.3.3.4.5.3.18 Allocite Space on Disk for New File
newbsa $=$ newfll (oldiar,type,duno,filpop,code)
oldpar true if en old partition.
type type of file being created.
dvno logical disk on which to create
filpop BRA of parent directory.
code standard error code. (Output)
sewbra BRA of pew Eile's space. (Output)
unitx index in unit table of unit NOT to be checked in
this scin. Ignored if -1 .
fildev logical disk of file in gquestin.
fbra BRA of ille in question
rwlock desired wil lock settine to check
$[8=$ exilusive, $1=n$ readers $x$ or 1 writer,
$3=n r^{\text {taders of }} 2$ writer, $5=$ open]
fop desired open mode $(1=R, 2=W, 3=\mathbb{N}$,
$4=$ Delete, CName, etc.)
OR true if $n$ conflict. (Output)
restrictions: must called with UIOX held at least for reading.

### 1.3.3.4.5.3.11 Ferfor Srais Functions on Segment Dir

bra $=$ sehseg (key, secint, unit, type, code)
All arginients frcm criesponding args to sracss.
restrictions: may ot 90 remote. UFDLCX and UITOX and FonTOX must not be set at call.
3.3.4.5.3.12 Check If File System Entryname Legal
xtos (name, length, trulen, CK)
name is the name to check
length length (name) in chars.
trying length (name) less trailing blanks. (Output)
OWn true if name is OK
1.3.3.4.5.3.13 Truncate File to Current Position
truncs (unit ,code)
unit is file unit to be truncated.
code is standard error code. (Output)
restrictions: may not go remote. UTLOK must not be locked at call. TRNLOK must not be locked at call.

### 1.3.3.4.5.3.14 Add or Shut Down Disk

trwrat (key, ldevo)
key $1=a d d, 2=$ shod down
lev logical disk to do.
restrictions: must be called with FSIOK held for writing.
1.3.3.4.5.3.15 Associative Buffer Manager
locate (key,ra,idev)
key bit 1: bypass read if set
bit 2: demote previous buffer if set bit 16: mark new buffer modified if set
Ia record adar to oprate on
Ides logical disk of <ra>
restrictions: must not be called with DSKLOX set.
$=-$
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## 2 SUPECRT FGK ME OEVICES

## 2.1. $1 \in 00 / 5=0$ Taze nrive Suszort

At kevision 16, PRIMCS IV has been moottied to incluce sottyare support for $160 \mathrm{U} / 525 \mathrm{C}$ SFI tape drives. For complete cetzils, see section 3 anc Section 4 .

G new（ind tergorery）direct entrance call is provided in
 rind z to determine if a GUIT has token place．This call is cesioned to be used only when outs have teen inhioitec ty a call to bREAKs．

天xanのle：CALL CUITS（LOGICAL）
IF（LOGICAL）GO TO haricle＿quit
This call will return．TAU．only if QuITs are inhftitec ane the user has attempted to GUIT．It a GUIT was fencing（ie．． $\operatorname{TRUE}$ ． is returneci，the pencing QuIT is elearec and will not take place when bREAKs is callec to regnazled GITs．Calls to GUITS will never reset user terminal input ane output buffers． 4 separate zirect eritrance call is frovidec for that purpose．

The cuts call is a temporary facility in PRIMOS IV and is suciect to＿cherce＿oor re＜compat＞ᄑog＜compat＞all＿ir＿the＿future．Quits is not available in the FOFTRAi．library．

3．4＿CleErin三User＿Termical＿Oufters＿＝TTYくos
A new（ $\because$ nc temporary）direct entrance call is provicec in Revision lo primps IV to allow a process to clear its own certain cases leg． JUTs）．

ExanElㄹ：CALL TTYSFS（KEY，CODE）
KEY is an INTEGEf：2 variable which specifies which buffers are to be cleared．A value of $: 100000$ specifies the output buffer， ： 40000 ，the input buffer，and $: 140000$ ，both butters．CCDE is an INTEGER： 2 variable that will contain an error code upon return from TTYBRS．
TTYSRS can te called when a user ring program decides that input to the program that has already been types is to be aiscardec． This might be useful，for example，in a case where a text editor detects an error in its input and wishes to ignore further input that the user has already typed．
The TTYSRS call is a temporary facility in primes iv and is subject to chance or removal in＿the future．TTYSRS is not available in the portrait library．

### 3.5 CPU ane LOGIN Tims_bimits_=_tMITs

A new direct entrance call is provided in Revision 16 PRIMO IV to allow process to lower its CPU anchor LOGIN time limits.

## - Name: LIMITs

## Purpose:

The subroutine LIMTS is called to alter or read the amount of cpu or login time a process (user) is limited to. Each process (user) possesses a cru and login time limit which are initially defined to be infinite.
The a maximum finite value either of these limits may be set to is 1000000 (decimal). The login time limit is measured in minutes, and the cru time limit is measured in seconds. It either of these limits is ever exceeded, the process (user) is logged out.

## Usage:

CALL LIMITS (key + subkey, LIMIT, RESERV, CODE)
key
is the operation to be performed on the biaft. valid operations are $k s k E A D$ ( 1, read current limit value), and KSYEIT ( 2, set 1 imit value).
subkey
is the target limit that gey operates on. Valid target limits are KSCPLM (:400, CPU time limit) and KELGLM (:1000, LOGIN time list).

LIMIT
is an INTEGER* variable which receives the value of the target limit when key" is XIREAO, arid which contains the value for the target limit wien the key" is Ksykit.

RESERY
is an INTEGER*2 variable which is reserved for future use. The value of RESERY aust $=$ e 0 .

CODE
is an INTEGER*2 variable that (upon return from a call to LIMITS) is set to 0 if no error has occurred. If the call to LIMITS was unsucessful, COOE may be set to EsBXEY or EsBPAR. EsBKEY is returned if the key t subkey" is an invalid combination ese NOTES). ESQPAR is returned 14 Limit is either negative or greater than the current fast. Mr $25 S 5 R$ is nonzero.
cot os: tine following cescribes the only valid "key+suckeyn

| KEEL - KSEFLM | returns in LIMIT the remaining cpu time until  <br>  forced logout occurs in seconds. a value of zero |
| ---: | :--- |
|  | weans that the limit is infinite. |

KSREAD + KSLGLH returns in LIMIT the remaining login time until forced logout occurs in minutes. A value of zero means that the limit is infinite.
misfit + ksCPLM sets the cPu time until forced logout to LIMIT seconds from now. The cpu time until forces logout may not be raised.
xंFhil + KSLGL" sets the Login time until forced logout to LIMIT minutes from now. The login tire limit until forced logout may not be raisec.

CALL LINIT2 (KSiARIT + : 400, 0000010, RESERV, CODE)
In this example, the CPU time limit is set to 10 seconds.
The LIMITS call is a temporary facility in PRIMOS IV and is


### 3.5 Ts uT_== New Instructions

The following instructions have been added to TSNT. IT $3 \times T$ is cescriced in the Reference Guide, Software Licrery.) These instructions are only valid with version two and three magnetic tape controllers. Use of these instructions with older versions of the controller will cause an error message to de printer ane the command to be aborted.
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### 3.6.1 Erase 3 Inch Gap

This operation causes a Inch gap to be erased tron the tape. This is useful in error recovery schemes.

## 3.6 .2 Unload

This operation causes the tape be completely rewound, ane the drive to be placed offline. This is useful in preventing accidental use of the tape drive before the tape has been removed from the drive.
3.6.3 Density Selection

It is assumed that tapes are written with one density. This assumption ts enforced by only permitting chances in density at the load point. For this reason, it is not necessary, or possible, to set the density when reading a tape. bitten the first record is read, the density of the tape is determined. The rest of the tape will be read (or written) using that density.
For example, if the user set the density to 6250 gPI with the LSSIGN command and read the first record of a 1600 EPI tape, then the rest of the tape would be read using 1600 PPI. If after reading that recorc, a record was written onto the tape also be written at $1 \leqslant 00$ SPI. It the tape was rewound and then a record was written, the density would be switches to 6250 EPI. Although the censity setting ot 6250 BPI is remembered. it will not go into affect until a record is written at the - load point.
. It the user assigns a tape without specifying a density, the unit will left at the density from the previous use. The default density (at system initialization time) is 1600 EFl.
3.S.4 Read Record Eachyarcs

This request causes the tape to read a pecortwhibe moving the tape backwards. It is soactiaes possible to read a record forward direction. After the record is read, it will be necessary to reorganize the data. The words of the record will be in reverse order. Each word will have the bytes reversed. The bits within each byte will be in correct order.

PRIMCS IV now supports an Uninterruptible Power supply. It a power failure should occur, and a site has life support, power to the backplate is ajintaineo via batteries. When normal power is restcrec, an automatic warm-start will be performed after a slight delay (to allow the disk (s) to bulla up to the proper number of RAtes). The ce lay is set by the COMFIG directive UPS. 4 Dower-fail entry is written to the LQGREC file by LOGPRT when Dower is restores. See the UPS, CDNFIJ directive in section 7 for mort details.

## 4.3-SSGN Command_icdification

The $\operatorname{isSIGN}$ command has teen extendec to allow the setting of the censity for $1600 / 6250$ tape orives which use the version three magnetic tape controller (MPC-3).

ASSIGN MT [HAIT] [-6250BPI] [-1600ZPI]
-6250EPI
Set the density to 6250 BPI . The default is 1600 BPI for a software settable drive. This control argument is only valid for the $1500 / 6250$ SFI tape orive.
-1600EPI. Set the censity to 1600 EPI. This control argument is only valid for a software settable drive.
4.4 CHAP Command Modification

A user may now lower the priority of his own process by specifying the LOWER control argument.
. CHAP LOWER $n$
This command will lower the priority of the user's process by "n" levels. The value of $n n$ must be $0<=n<=7$. If $n=0$, the priority of the process is unchanged: otherwise, the process priority is lowered by 'n levels. If the resultant level is less than the lowest, then the priority of the process is set to the lowest. The Lower control argument can only be used from a user process, not from the system console (process 1).

## 4.5_LOGOUT Command Modification

The LCGOUT command has been modifies so that when LOGOLT ALL' is specified from the system console (user 1) the remote file access manager (FAM) is not logged out if it is a running process.

## 4. 6 LOOK_Conmang_Modification

The LOOK command has been modified so that a REALLY? prompt is issued for any LOCK command whose request is considered to be risky or dangerous to system integrity. (It the Look command f involves an attempt to do a FROM from a segment that does not exist, an attempt to do a TO to segment that does exist, or attempts to map either shared or stack segments with write permission, the command is considered risky or dangerous to system integrity.) A staple MES Will allow the operation to proceed.

PERMIT and OENY affect only disk partitions already started up at the time of the REMOTE command. Disks shut coon and started up again will get the system default permissions until an explicit EEMOTE PERMIT OR REMOTE CER:Y COmmand changes them. The system default permissions are determined from the file NETCOWhich is created by NETCFG. The REMOTE PERMIT command DENY comm ot automatically add a disk to any system. The REMOTE will not revoke a system's existing access to a disk.

## all STARTUP Command Modification

The STARTUP command has been extencec to permit a disk tc be software write-protectea.
a disk is write-protectec by specifying PROTECT in the STARTUP command as follows:

## STARTUP PROTECT avNOI [dvnc2 ... dvNos]

PRCTECT may only be specified for disks which are started Locally, and does not govern the rights of remotely added disks. Remotely accel disks assume the write -protection status of the local system
The status of the write-protect feature may be changed for a given partition, by respecitytng the STARTUP or ADOISX cozmanc with or without PROTECT.
If an suoseovent STARTUP command is issued for the same disk, and PROTECT is not specified, the write-protect feature is disablec. (AN STARTUF PROTECT to an already protected disk goes not change the protection.) It an STARTUP PROTECT command is issuer for a disk which does not have protection enabled, it is important that the disk be shutdown first, to insure that the disk is not inadvertently written upon.

### 4.11 LHASSIGM Command Modification

The UNASSIGN command has been extended to alloy an unload operation for tape drives. This control argument is only valid for a version two controller (MPC-2) and a version three controller (MPC-3) which controls $1600 / 6250$ RPI tape drives.
UNASSIGN NTH [-UNLOAD]
-UHLOAD Reyind the tape completely, and aet the drive offline
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## 

## シ.1-MTEENS

MTEEXS allows the user to set the censity on a agenetic tade Erive trom the commanc level dancer EqIMJS.IT. The ASSIGll commana MTDENS MTE [-62508PI] [-1600EPI]
: $T n$
Magnetic tape drive icentifier (MTG - MTT).

- E2500~I Sct the density te S250 PPI. The cefullt is i600 EPI is onily valicurer the the 160 orive. This control argument
-1 50 CEPI
Sot the density to $1 \leqslant 00$ EFI only valic for a software settatle drive argument is
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10. ह Error secovary for Tape 甘irftes

There are many possible error recovery schemes. The two that are cescribec here are basec on different record formats. The first algorithm can oe used when records contain only data. The other scheme requires that the records contain extra information for Error recovery.

Mote: The following schemes are provided as alternatives to using the IOCS routines that FTN uses. The error recovery providec in the ICCS routines correspone to that described for Simple trite Error Recovery.

## 10.2-1 Simple_yrite_Error Recovery

The aim of the simple error recovery program is to get by a possible bat spot on the tape by erasing part of the tape where the error occurred and rewriting the record after that
gap.

The program does not try to rewrite the record on the same spot on the tape even though repeated tries on the same spot may improve the tape enough to permit the write to succeed. The tape is considered marginal at that spot and may not be readable at a later date.

Only the version three controller (MPC-3), which supports the 6250 bp tape drives. has an erase command. on other controllers, the tape can be erased by writing a file mark ana then backspacing over the file mark. This will cause three inches of tape to be erased.
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