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1. INJRODUCTIION

This 1is the first guarterly progress report prepared on the
Georgia Tech Research Program in fFully Distributed Froces-
sing Systems (FODPS),

on 1 Septembher, 1979, the School of Information and Comouter
Science, the Georgia Institute of Technclany, received a
Selected Fesearch Tpportunity (SRN) contract from the Gffice
of Naval Research to establish a "Center of Excellence for
Research in Highly Distributed Systems." This cortract
covers a three-year period of operation with a total funding
of $1,114,4620 plus an additional $25(,000 cost sharine from
Georgia Tech for eauigment. Final rnegotiations are under
w3y with three other organizations for additional research
contracts in this area. It 1is anticipated that those
contracts will be awarded in Decerher, 1979. In addition,
another research contract for a three-year period has al-
ready been awarded to an individual faculty membher in the
School of Information and Computer Science=--=-L.S. Army
Research 0ffice, "Theory of Systems of Asynchronous Parallel
Frocessors,"” Nancy Lynch, 3 years, approxirately $150,000.

Although distributed processing systems, especially highly
distributed and fully distributed ones, have heen a subject
of interest and research (unfunded for the most part) within
the School for the tast three years, this is the first major
funding received in this area, and these first three months
of the project have bteen devoted primarily to craanizational
matters and the initiation of specific researeh prcjects and
tasks.

Since it is strongly felt that the maximum accomplishments
will be achieved by the syneragistic effects of a large num=
ber of dndividuals workirng together and jnterszctinag, it is
planned that the Research Program will be run as a single
progrzm with specific directions for the research areas he=
ing taken from individual sponsors as appropriate.

- ORGANIZATION AND STAFEING

Fagulty

The following members o¢f the ICS Faculty have heen
identified as participants in the FDPS Research FProcram.

Crews, Phillip=~-Assistant Professor
Derjllo, Richard A.--Associate Professcr
fnslow, Philis H.o Jr.=-=-Professor
criffeth, Nancy--pAssistant Frofessor

Page —-2=



GIT FRPS Research Proaram Guarterly Frcq Report 1

Le’klanc, Richsrd-=-Assistant frofessar

Livesey, Jon==-Assistant Professor (effective fpril, 1980)
Lynch, Nancy~--Associate Frofessor

Underwood, Willijam~-=Assistant Frotessar

Yost of these individuals are presently working orn specific
projects in the procram, while others are completing other
work already in progress.

Staff

Jensen, Alton P.~-Princ. Res. Ena,.

mchonell, Sharon=-Sr. Secy.

¥yers, Jeanette--Res., Scientist

Peckham, Gary (EES)-=Chief, Software Applications DPiv.
Pinion, Nancy--Fart=-time Secy.

Students
There are 27 students workina on various projects in the
FDPS Research Program. 0f these, 12 are in the P°Ph.D.

program and 4 are preparinag MS Thesis on topics in FCPS.

3. RESEARCH PROJECIS INITIATED

The specific research projects have been organized into the
major areas identified in the Program Froposal,

A. Theoretical and Formal Studies

A.1 Studies of the Theory of Asynchronous Processors

B. Physical Interconnection and Networking
C. Distributed Operating Systems

(.1 Decentralized Control

€C.2 Resource Allocation and Werk Distribution
in an FDFS

.3 Distributed Qperatinc System = Inittial
Considerations

C.4 TBA (Bistributed Operatino Systems)

€C.5 TRBA (Distributed Operatino Systems)

C.4 TBA (Distributed and Farallel Operating Systems)

h. Distributed Data Bases

D.1T TRA (Distributed Data Bases)

Page =3~
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£. Fault=Tolerance

F. Speg¢ial Hardware to Support EDPS
G. Application of Distributed Processing

G.1 TBA (FDPS Fffects on Manacement Orcanization)

H. System Design Methodoleogies
H.1 FDFS Requirements Engineering Technicues
H.2 Coordinatina Large Procramrming Projects

I. System Utilijzation

.1 A Lanouage for Distributed Programmino
.2 System Implementation Langquage Bevelopment

—t

J. Segurity

J.1 Process Structures

kK. System Management

L. Evaluation and Comparison

M. EDPS Testbed

M.1 Establishment of FDPS Testbed Facility
M.2 Remote Load Emulator

4. STAJUS OF RESEARCH PROJECTS

With the exception of project A1, "Studies of the Theory of
Asynchronous Processors,'” all of the projects Listed above
were 1initiated 1in the first quarter of the Proagram znd no
immediate results are anticipated with one exceotion,
Project H.1, “fDPS Reguirements Fnaineerina Technigues"”, was
only a 3-month study and has been completed excert for the
final report.

Summary of Project A.l to Date

A very general ard tractable autematon-style model has been
designed for describinag distrihuted systems. Details of the
formalism, as well as some prototypical arbiter examples,
appear in reference [bl., The model senarates the machinery
used to describe the requirements for and the irplerentation
of a system. C(omplexity measures for implementations have
been proposed in [t1, most importantly includine & naztural
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measure of “runnin- time" for asychronous systems. Analysis
using this measure has been carried out for the examnles in
[bl. Some techrnigues derived from these wused 1in  ordinary
sequential complexity thecry have been carried over tn the
new distributed settinc. Sugcestions have been made for the
types of system parameters whose measurement is of greatest
interest. For the specific arbiter examples aprearing in
(t3, our analysis has sucgested a particular system dasign
consistig of a tree of polline processes, which has been im-
pltemented at the liniversity of Washinctor for actuezl use in
their computer systerm. Prelimirary observations suggest
that the design dogs in fact perform efficiently.

work in [al involves measurement of the space complexity of
aldorithms for mutual exclusior. There are many results of
technical 1interest, providing upper and lower bounds on the
amount of storage reqguired for the attainment of certain

fairness properties. A major contribution of [a] has hieen
the development of a corcise mathematical nectatior for
describing the execution of systems. e are able to

describe nrecisely many alternative execution possibilities
for a system, a task which 1is extremely difficult te do in
fnglish. 1t is this precision which allows us to prove
meaninagful lower nound results. Specific technical results
of [al] demonstrate ways in which commuricatian space (band-
width) can be used simultaneously for several purposes,
without danger of confusion.

In [cl, the problem of designing algorithms which are immune
to a lLimited amcunt of (non-malicicus) process failure s
considered. The problem area studiecd is a oeneralization of
the problem in Cal, involving allecation of nmultiple copies
of identical resources. One key contribution of [c¢] is the
careful statement of conditions of "araceful degredation of
prerformance' =-- exactly what the system is still recuired to
do when a small number of processors fail. Arother
contribution is the desian ot some specific ways for
introducing redundancy and thereby achieving the needed
reliabilitv. Another is an interesting method for describ-
ing some very complicated algorithms hy means of Llayers of
virtual systens. Finatly, @&@nother cortribution dis the
futher use and development of the notation for describing
system executicn.

In [41, a simplified but realistic distributed system
resource allocation problem is considered. The full power
of our model is applied to the problem statement, descrip-
tion of a particularly fast sclution, and the time analysis
of this solution. The contributions of [dl are the develop-
ment of time analysis techniques and alse the rerticular
fast solution preposed.

I
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turrent vork in progress inveolves study of (1) ways to cope
with malicious failure of process in distributed systems,
(2) further develorment of time analysis technicues (3)
huildino of a small fFertran test system for our alzcrithes,
(4) attempts tec prove finally the correctness of our al=
agorithms, (5) stucdy of anmplications to resocurce alleocation,
data base and araph theory problems, (&) development cof con-
venient hich-level lancuages fer describine systems within
our maodel, (7) study of further possible improvements on the
arbiter desicn of thl, and (8) generalizinog the resource-
allocation strategy of {d] feor possible use 1in & real
distributed systenm.

References

fal] Burns, J.E., ".J. Fischer, P. Jackson, N_A. Lynch,
and G.L. Peterson, "Data PReguirements for Im-
plementation of N-Process Mutual Fxclusion Using a
Single Shared Variable," GIT=-ICS-7G/02.

See also - [RFJLPI Burns, J.E., M, J, Fischer, P. Jac-
kson, N.,A. Lynch, and G6.L. Peterson, "Shared Data
Reguirements for Implementation of Mutual Exclusion
Using a Test-and=-Set Primitive," International Con=
terence on Parallel Processinag, Rellaire, Michigan,
Auc. 1978,

Status: In process of revision tor publication in
Journal of the ACM.

bl Lynch, NMN.A. and M.J. Fischer, "0n f%escribing the
Behavior and Implementation of Distributed Systems,"
GIT-1(S=-79-C3
See also - Lecture Notes in Computer Science, Semantics
of Concurrent Computation, Proceedinas Evian, France
1979, pp. 147=-171.

Status: 2after presentation at International Symposium
on Semantics of Concurrent C(omputation, tvian,
France, July 1979, this paper was invited to¢ be sub-
mitted to a special conference issue of Theoretical
Computer Science. It is currently being revised for
submission.

el Fischer, M.J., N.A. Lynch, J.E. Burns, and A,
Borodin, "Resource Allocation with Immunity to

Limitec Process Failure,"” GIT=-ICS=79-1C,
See also - 20th Annnual Symposium on Foundations of

{omputer Science, Puertc, Rico, 167%, pr. 234=254.

Status: ill prcbably be submitted at a later date for
journal publication.

{d] "MNearby Resource Allocaticn irn a Distrituted System,”
Proceedinags of 198 Symposjum on Theary of Com=
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putino, ACY.

2. PLANS EQR THE IMMERIATE EUTURE

0f most sianificance is the series of visits planned for
project A.1, "Studies of the Thecry of Asynchronous Froces-

sors." Professor ¥jchael Fischer, University of Washington,
will be at GIT as a visitor for the months of January,
february and March, 1980. Short wvisits durine the next

quarter are also planned for Arnold Schoenhage, Fshrat Ar-
jomandi, Leslie Lamport, Armin Cremers, and Edward Lazowska.

¢. IRAVEL

Pates of Irip: June, 197G

Individuals Travelling: Nancy Lynch

Dates of Irip: 5-9 June, 1970

Individuals Travellina:; PRichard fefillo

Purpose: Particination in AFOSR Summer School on Security,

Draper Labs, Cambridge, MASS,

Dates of Irin: July, 1979

Individuals Yravelling: Nancy Lynch

Purpose: Present Faper at Evian france

Pates of Trip: 14-21 September, 167C

- - - Se e e e -

Purpose: FResearch on Stochastic Synchronization

Dates of Irip: 1-5 Cctober, 1979

Individuals Travellinag: Jack Corley, Phillip Crews, {hilip

EE;IBQ:_ﬁ?Ehg;E-[EEIEEC, Tim Saporas, Don Sharp
Purpose: aAttend the First International Conference on
Distributed Processing, Huntsville, Alabama

pates of Trip: 10 October, 1979

———m i S -

Individuals Travellina: Fhilip Enslow

Purpose: Fresentation-"Research Issues ir Fully Distributed
Systems", 1976 AICA National Conference, #ari, Italy.

Irip: November, 1979
ls Travelling: HMancy Lynch

Purpose: Present paper at Foundatijons of Coumputer Science

Page -7-
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Conference TEEE, Fuerto Rico

Dates of Irip: S \ovewher, 1979

Individuals Travelling Philip Enslow

Furpose: Presentat1on "Research Issues in Fully Distributed
Systems" I{EE Computer Society Chapter, Atlanta, GA.

Dates of Trip: 9 November, 1979

Individuals Travellina: Philip Enslow

Purpose: Fresentation "Research Issues in Fully Distributed
Processing Systerms", 7th Arnnual C(DC on Principles of
Software Development, Finneapolis, FINKN,

DPates of Visit: December, 1978

Visitor: Allar Barodin

Purpose: DNiscussion of common research interests
Individual Coptacted: MNancy Lynch

Dates of Visit: January, 1979

Visitor: M™Michael Fischer

Purpose: FResearch Collaboration
Individuals Contacted: MNancy Lynch

Dates of Visit: 11 Jdan, 1920

y1§1tor: R.J. Lipton
Purpose Fesearch
Ind1v1duals Contacted: Richard lPeMillo

Dates of Visit: WMay, 1579
Visitor: Michael Fischer

Purpose: Research Collaboration
Individual Contacted: Nancy Lynch

Pates of Visit: May, 1979

Visitor: Dtamel Rozenkrantz, Richard Stearns, Philip Lewis

Pates of Visit: November, 1979

Visjitor: Michael fischer

Purpese: Fesearch collakoration
Individual Contacted: Nancy Lynch

bates of Visit: 19 November, 1679

Visitor: Dave F. Palmer, General Research Corp.

Purpose: fGeneral orientation on the &IT FDPS Research
Program. Discuss 6HRC work on distihuter precessina funded
by U.S. Army EMDATC-P, Huntsville, Alabara.

Indivicduals Contacted: Thilip Fnslow, Richard Lerlanc, Jack

Pagze =-&-
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Corley

Date of Visit: 27 November, 1679

Visitor: Aaron  H, Coleman, Joseph Schveyer, (Ccrputer
Sciences Corporation

Furpose: Orientation on the GIT FDFS Research Prearam.
Discussion of (SC research plans in DDPF. MDiscussion of pos-
sible cooperation with GIT on proposed Navy research
project.

Individuals Contacted: Philip Enslew, Fichard LeBlanc,

Date of Vigit: 28-29 MNovember, 1979
Visitor: bPr. Robert Grafton, Cffice of Haval Research

Furpose: Review of progress on ONR Contract. Discussions
with individual faculty members.
Individuals Contacted: Philip Enslow, PRichard Le3lanc,

FPhillip Crews, Nancy Griffeth, Richard DeMille, Nancy Lynch

Date of Visit: 29-30 November, 1979

Visitor: ©Or. Vircil Wallentine, Kansas State University
Purpose: Present In-proaress Review to AIRMICS. (Wal=-
lentine has a research contract with AIRVICS for the
development of a network operating systerm for distributed
processinn,)

Individuals Contacted: Philip Enslow, Richard LeRlancg

8. PUBLICATIONS

- e - -

Type Final Technical Report
Date December, 1679

Title Fast Allocation of Nearby kesources in a histributed

System

Iype lfonference FParer

Date *ay, 1980

Comments Submitted for publication in Conference cf ACM An-

nual Symposium on the Theory of Computing

Author(s) Michael Ffischer, Nancy Lynch, Alan Rorodin, James

Title Resource Allocation with Immunity to Limited Process

Failure

Number GIT ICS TR 79-10
Type Conference Paner
Date October 1979

Page =9-
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l.

INTRODUCTION

Thi
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o is the sccond acuarterly oroaress report prepared on
“enraia Tech Reoeearch Pronram in “ully Tdstributed
cessinag “ysteoms (FDPD),

Program Description.

The Zegr-ia Tech Rescarch Proaram in Fully Tistributed
“rocessint “vstems ig a comorehensive investivation of
data precessinag systers in which bhoth the phyvsical and
lonrdical conpeneonts are extreomely Laocs=ly courled while
operating with o hish deasree of control =zutonomy at
the component Lovel. The definition of +the specific
ctass of multiple computor systeorns “eing dnvestisateds
and the operational characteristics and festures of
thasm systemg ig motivated oy the cesire to  advance
the state=-nf-the~art for that class of systers that

wjill deliver a2 bhish oraocorticn of  the benefits
currently beins claimed for distribhuted processing
systems., The scorpe  of individual topics being
investinated under this  proaram ranses frem formal
rodelina  and thenretical studiesg to emoirical
exaninations of nrototyne systen and  simulation

5
mardolsa AMso dnecluded within the scope of the proaram
are areac such as the utilization of F20S*s ang their
interaction with manasement onerations and structure.

Proaram Supporte.

The wrincinle support  for the program is a Selected
Tesearch Oprortunity contract from the ~ffice of Naval
Fesearchs hnowevers there arec @ numbsr of otker sources
af funding which alen surasort the crevrame i complete

List of these 45 adven telowe.

Title:r M™Resgearch on Fully Distributed Tata Processing
Systeng”

Fundino fgency? Office of Yavel Fesearch (0ONR)

Contract "Sumbers: NOGUE14=-70=-C-0077

A1T “roject "asd G3s=-643

Princinle Investinator? FrRilip He fnslows Jre

Tithle: "RBegsearck on Distribhuted Tortrol®

Fundins Anency: UeSe Adr “orce Roms £4ir Tevelopment
Center (RAGC)

Contract Number:? FRNELPm 7w =

51T Profect MLoad SR =R40

"rinciple Tnvestisator: Philip He “nelowe ire

nton
Py o

<F

"age =1-
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Yhaypeepent Uy and Ttetween I8 gnod GTRIY
Tundina dgency! Thternational “Tusiness Machines,
Teneral Systers NDivision (I&M)
act Mumberpr? G0 Anareerent lumber 2101: 9
217 Frofect Mumhord SRAE-G45
irle Irvestioator: Phildn He “rnislowe Jre

Title: »"Foundations of DNeterministic Schedulini of
“roccsses for Parallel Fxecution®
Fundinn 2aecncy:?: Mational Science Foundatior (NSF)
Contract MNunmber: MOSTT=0830"
(ilndive of Yisce subcontract number: la44=1722)
GIT Profect dMumher; $536-633
frinciple Investicator: “dichare fte TeMillo

e

—

Y

~
]
"

= "Thoory of Systems of 2synchraonnus Parallel

“rncessoarsh”

Fundina daency UeTe Lrmy =Reosearch Office (4RD)
Contract MNumher: DAACR2O-TCalan]nh

CIT Prolecetl Sumbherl GRL-f38

Principle Tnvesti~ator:? Mancy Lyact

"Surrort of MILFERCEN Data “torzze Zoncept™

ina &gency: UeSe frmy Institute for Sesearch in
Parmagerent  Informztion and Computer
Science (ATREMTCS)

fontract MNurter! DAAKTIC =7 0=Nannn?

o017 Profect MNumhor: RRA=-547

Frinciple Investiaator: LeF e Jonsgen

gy
~+

R
o]
re

Administrative Changes

Jurin this quarters additional reseaerch contracts
supnortinag the FIPS  orosram have neer  awardede
Snecificallys these are the PARCY I0My MSF, ARD, and
ATRWICS centracts  Adescrihed abhoves Also during this
auarter thno final repcort  on one contract wias
rubhlishedy completin: that croject.

Titles MiIntercrocess ommunication in Highly
Tistrthuted Systems™ (2 workshop:?

Fundina Aaency? e S Army Reacearch Office (2P()

L ]
Tontract sumbers: NALTIR-TZ=l=-1N1 0
SIT Proiect Moat CTL=FRD
“rinciple Tnvestizater: DRilin He “nslows Jdra

kel
[
]

ade =
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ORGANIZATION AND STAFFING

Faculty

The following memhers of the 1725 Faculty have heen

tdentified »s5 participants in the FIPS Kesecarch Program.

Crewse PRilLlin~=-~=4ssistant “rofessor
Temilloy ichsrd La.=-=Assoeiate Frofegeor
Tnslowe Philin Ha Jre==-FProfessor
Griffeths »ancy=-Assistant “rofessor
LeRlance Richara=--4ssistant Professor
Livesnysy Jdnn==fgsiastant ¥rofessor
{effective Septemberse 1980)
Lyrchs Mancy==~tgsociate “rofessor

Yost of thesge incividuals are rresently workina  on
specific eorojects in  the orocrame while rthers are
coapletinag other work already in proarasse

Staff

Jensens 2lton Fe==trinc. "0se Cna,.
Meonetlls “harcn=-=%re Secye.

Myersy Jeanetto==Rege Sciontist
Piniaones Marcy--"art-ticme “ecy.

Students

There are 30 studente working on varisus projects in the
FD©=S fegearch froarames GCf theses 12 are 1in the Ph.D.
proaranr  and © are wreoarina their S Thegis on topics in
FOrc,

CURRENT RESEARCH PROJECTS

The snecific research orojects have heen craanized into
the major areas identified in the basic orooram pronosale

Ae Theoretical and Formal Studies

tel Sturdies of the Theory of 4Lsynchronous “rocessors
La? Tecompesition of Tarallel Systesg
Aed Reliabls Systoems

84 Time FTerforrmance of Tigtrisuted Systems
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Be

Ce

De

Ee

Fa

Ge

He

Je

Ke

e~ Aurtit Alwnrithms
et Ticket Systers

o

La7? Svnchronous Simulation

5

tllocation

Ao islrivuted Eegource

Physical Interconnection and Neiwerking

Rel Heterorenenus tetvorkin-

e Local  etworkdine in Fulty Distrihuted
Syaeterg

Bistributed Operating Systems

Cal Decentralized and Nistributed Tontraol

Ce” Fesaouree aAllocaticon ang York Nistricution

Froes
fe® Fully Sistributed "geratiny System
Cfonsideratiosns
Ced TUA (Mictrituted 2peratine Syetems)
Ce™ Process Support in Tistributed Systems
Cets YNop=Homgeneous “peratin- Tystems

Ce7 FNS = Preliminary Implementation Studies

Distributed Data Bases

.o

Pel Implementation of Uidstributed "atabasge

Ne? Surport of YILFIRCEN Data “torane Concerpt

Fault~Tolerance

Special Hardware to Support EDPS

Application of Distributed Processing

System Design Methodologies

He

System Utjtization

Tel 2 Lancucsae for Tistributed “rocramming

M

Report 2

Frocessing

in  an

Initial

Cystems

Hel FNP% Reqguirements Zaxinecering Techniques
2 Coordinatin: Laraoe “ro-sramminag “reojects

Ie7 System Implementaticr Lanaugaoe Ueoveloorent

Security

Jel Frocess Structures

System Management

Dane efa-



SIT FDRES Pesearch Mraonram “yarterly Pran Report 2

Le

Me

Im

yva

j—~

uation and Comparison

Yol Fetablishmont of FI0% Testiod “acility
M2 Fempte lLLocad Faulator
MeZ Tyully Tdetributed 2uoeratins “ystem  Simulation

Tezthed

4« SUMMARY OF EROGRESS

Aol

Ae3

Studies of the Theory of Asynchronous Processors
(Lynchy Fischery Lamporte Lazowskas Sch8nhages
Arjomandi)

Hark continuerc in the deyelaonment % rodelss
decomposition techniguese and complexity analysis
techniacues for digtributed systemse Visitors this

ayarter havoe included Fischers Lampzorts Lazowskas
Schlinhaces and Ariomandi. Pecent work hiais irspired
nroiects Ael e Lely Natiy LeTiy Aoty NeTs and  Al8

decscribed belowe

Decomposition of Parallel Systems (Lynche Fischer)

Synehronization al-~orithms are deocomposed using twe
stane  modelss with simulaticn used to elirinate
initial simolificationss such as centralized control
and multicle shzred variables.

Reliabte Systems (Lynche Fischere Lamport)

Fodundancy ig usecd to alleviate the etftfects of
"shutdouwn. "deatt"y and "maliciocus failure™ of
NrocessoSs torcement with faulty innut is difficult
and  slows reguirina Y+1 0 "rounds® o ¢ information
exchanae  ta protect acaingt ur to ¥ faultse Special
cases are heina conaidored,

S
f

Time Performance of Distributed Systems {Lynchy
Fischery Lazowskas Sch8nhage)

doobicatien aof comulexity theory in develorin: tools
to measure worst-case and expected rerformance  of
diatrihuted cystoms uner specified aperatinc
conditions. *nalysis of arbditer gproblems  dncludes
wortY on  Lower (tirc) ~cundse with restricted access
to communication varianles,.
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Audit Algorithms (Griffethe Fischers Lynch)

“eovelonment of alosorithrs for asuriting distributed

assets aitheout delavino transactionss or
contradicting information procaacated through the
system hy agbtainins =& bvalance that could not have

existed at any point in time.

Ticket Systems (Lynche Fischers Griffeth)

Tesinn  and  analysis of al~orithms for ticket
distributions includina: careful statement of

correctress and performarce reguirementse

Synchronous Simulation (Lynchs Fischery Arjomandi)

Nevelonrent oand analysis of technicues for converting
SYnchronousa sarallel alaerithms into cauivalent
asyrchronods alaorithmse by devising rrotocels which
insure prorress of each rrocess without actually
stooping cormputation to achieve synchronizetion.

Distributed Resource AlLlocation (Lynch)

Nevelanrent of a simole »ut recatistic model of the
resource atlocation probhler, a  f=et sanlutions and
time analysis of the solution.

Heterogeneous Networking (Crewss Brays Greenes
Tuberville)

The I72¥ Serieg/! has bheen connected to the FDRES
tegt=hed tER1MT PP=400¢g) throunthr a unidirectional
communication pathe This neth has facilitates file
transfer “from the testhed to the Series/ls and

conseqguently hos provided necessary software to
initiate work on the common commangd lancuase facility
and software toclse At the sare tirmesy o Llink has
heen estantished netween the Seriesl and JYBER
systromy and work is  underway to establish an

interface at the physical codee operating systers and
nrocramainag Lancuane Level.
Local Networking in FDPSs (Enslow)

£ survey of the state-ot=the-art din  Local network
technoleoay and  equinment has been initiated. It

annears that the wrimary weaknesses of systems
currentty available or rrorocsed sre in the arecas of
host interacticn with the Local network and

host=to~hast interactiona

8 ane - -
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Cs1 Decentralized and Distributed Control (Enslows

Ce2

Ce3

LeBlancy Crewssy Saponass Wice)

Tho first anal »~f this croiect is to characterize and
analyze models of distributed  a2nd decentralized
control aonlicable to hichly distrinouted systomse A

matar rcoroblem facint  the research team  ig the
development nf a teckhnigue or  fra=meswork by which
varincus contrel rodels can b described and
catalozued, Thne +»princinle offort thus for in this

project has  neen focused on didentifyinc  wvarinus
possihle medels and corrarin: ond analvzina these
models with the 3ozl of develonin- 3 baais for &
complete taxoromy. “ador pronrecss has bheen rade in
this first stens and a vaner is beina norepared for
presentation at the TEFE Commputer Society COMPCON in
Septemhers 1700

Resource Atlocation and Work Distribution in an FDPS
{(Enslowe Sharp)

Activity durine this period has focused on rfeveloping
a desgcriptive framework sititable for preparing a
taxonory of atlocation and dictrinution models. The
approach taken has heen to prepare descriptions of as
many madels as poasible and then teo work backwards to
develorn the framewaork, n initial framework has becn
nrepared and is beina refined,

-~

-

FDOS = 1Initial Considerations (Enslowy LeBlancy
Crevissy Akines Flinne Forsythy Fukuokas Myersys Pitts,
Saponasses Skowbos Spafforde Wice)

The orcarnizaticn  and  outline for the complete

specification of an FDAS g weing rrecared.

TBA - Distributed Operating Systems (Livesey)

L3

'n activitvy this cuzarter,.

Process Support 1in Distributed Systems (Enslows
Skowbo)
& survey zna analysis of cormrmunication nrotecols has

heen dinitisted to isolatse  essential feztures for
suvport of distributed mrocessess ITeolications of
transgort orotocols for the 1970 dnterface are beina
studied.

Tarte = -
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Non-Homogeneous Operating Systems (Ratzel)
do gionificant activity this cuartera troject is
still in areliminary stanesa.

FDOS = Preliminary Implementation Studies (Myerss
Enslows Gaithers Le Newells Se Newells Wice)

The desion and implementation of the FO0S has  been
initinted, The arproasach  heina takoen is to first
address those arcas on shich there isg aeneral
aarcerent as  to the functionality reouired/desireds
The first area hedine desioned is that of "message
transport".

Implementation of Distributed Database Systems
(Griffeth)

This project s olanned to commence in Junce 1550

Support of MILPERCEN Datea Storage Concept (Jensenys
Doyles Gehls Bingham)

Applicable Literature and reference documentation has
heen collected, A site wvisit to the UaSe Army
“ilitary Personnel Tenteore 4levandrias Virziniaos has
heen madea during shich bhriefincs were presented and
interviews hold.

FPPS Requirements Engineering Techniques (Underwoods
Corley)

to significant activity this auarter.

Coordinating Large Programming Projects (Enslows
Smith?
A rcuestionnaire to he utilized te  oather hBistorical

information anag manacer?®s nerception of the problems
and possihle solutions has heen pregareds. This draft
aurstionnaire hasg been circutlated ta a number of
individuals for comment and  recommendations on a
Wwider nonulation tn survey.

A Language for Distributed Programming (LeBlance
Maccabey Forsyth?
Txisting lancuanes witkh featurecs related to cur zoals

arc currently beina studied. This dincludes the
imolementation of nmulti-process proenrams in MOOULA,

i"‘aqe - -
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Jel

M.1

in orcer to gain experierce  with interprocess
communicatien nroblems, In rreraration for our
lantuane tdesion Worky desian n2oals have been

identifiecd #nd a cormputational mozel on  which the
Lanauaze «ill be based has heer established. A paper
entitled "5  Languane Madel for Fully Distributed
Systerms™ sas been submitted to  COMPCON 'R0 Fall.
Anotker paper i3 beiny prepared for subrnission to the
ACH  Pacific *°n Conferences which has distributed
nracessinn as its theme,

System Implementation Lanauage Development (LeBlancs
Akine Strickland)

Hy=+ascal s heing trarsported to the PRIMT=402 with
extensions ton support the 78S developments No
sianificant npro-ress this auarters.

Process Structures (DeMilloy Liptone Millers Davida)

Investicration of seyeral asnects of parallel and
distributed svstern desiany includinn mrubtilevel
securitys models of synchronizations osnd efficiency
of internrocess comaunicatione

Fstablishment of FDPS Testbed Facility {(Myersy
Flshoffe Gaithers Howes Flinns L. Newelly S. Newelly
Wice)

Tha sunroutines comrrising the Frivenet irterprocess
communication facility are heinag used and tested by
student proxrammerss and «will be uscd in the nea&ar
future tc imolement ressace transpert and messace
handlin-:.

Remote Load Emulator (Myersy Enslows Forsyths Howe)

Frogrammable "scripts® have bheen devised to  desceribe
2 varicty of Loadse “tudent proorammers  have

conpleted a Lexical analyzer and parser to translate
seripts for fast internretation,

FDOS Simulation Testbed (LeBlancs Gaithersy Maccabe,
Myerse S. Newells Wice)

The Fo0S  <itTulation testhed will rrovide an
anyironment for the irnitial tosting and aralysis of
operatinn system ab~crithms currently neing
developede. The  overall desian ¢ completed a more
detailed desian is bein~ writtern, utilizing STMULA
ronstructse and s in fts finmal stiazess

i)
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es af Tript 1 Teoruarve 1930
ividuals Travellina: Jares Skowhocy Stevye Mewell
It1nerqrv. AtLantaq Decraoia

Purpose: Ettrond ACY sponsored Prefessional Tevelopment

~ -

Seminar - Distributed “rocessing Systers

Irip: 14 Februarvse 1990
ls Travellina® Mhilio fnslow
. Atlantas. Georaia

P
“"resent briefina on FNPS ocro-sram and other ICS
research nrojectse.

Dates of Trip: 2%-29 Februarys 1980
__________5 Travelling: ©2hillis Crews

San Franciscos California
ﬂttend Ce¥PCOMN *20 Sprin:

Jrip: 27-28 Februarys 1980
Individuals Iravelling: hePe Jdensens John Gehlsy Jim
Devle
Ttinerary: Alexandrias Vircinin

Purposec: Site survey of MILPERCEN Nata Facilitiese.

isit: 1 January = 31 Marchse 198¢
Micharl Figcher

Pesearch Collaboration

Contacted: Yancy Lyneh

¥izit: 11 Januarys 195730
Pade Licton
Fesearch Ceollaboration

Cantacteca: Fichard NeMillo

of Visit: 14-1£ Januarys 1970

inhert Cooks e Yisces *adison
” Aiscuzs rrocrammin: lancuaae desian  and
oovrut\nr syster simulation work being done at “fisconsine
Individual Contacted: Fichard tLeRlance Mhilip Inslowe

Nates of Yisit: 21-25 Januarys 1970

Vi _lggg. Lesblie Larporte Stanfard Researceh Institute
;352955: fesearch collaboration on gpreblems dinvolving
nranrarsine in an environment 1ncLud1nc taulty

processorsas and choice of primitive orerations for models
of assynchranous systems,
Individual Contacted: ™Mancy Lvnchs Michael Fiascher

Pane =10-
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Nates of Vigit: 4=7, Februarys 1282

EE;EEQEE TCdward Lazowskas Unive of dashinitton

Purpgose! “esearch collaboration on groblems dinvolving
pertfaormance evaluations of distributed syctemss and
desian of arbitration rrotocoels.

Individual Contacted: “ancy Lynche ¥ichael Ficcher

Nates of ¥isit: 18=-21 Februarys 1720

Visitor: “eshrat Ariomandie York Unives Torontoce Conada
Purpose? FPesearch collaboration on problems dnvelvina
relatdionshins hetween synckronous and asynchranous models
for paratlel corputations and desitn of distrituted araph
alorithmse.

Individual Contacted: “aney Lynchs Michael Fischer

Dates of Visit: 21 Februarys 1950
Visitar: adaaki Fancohse Hitachi Feosearch Laboratorys

furpese: fiscuss Zandoh®s work in datafleow machines and
our work in FNOS,
Infividual Contacted: Te FNslows Je Pyzrss ~e Fukuokas

Ne Fittosse Te Sarnnacy e Sharnpe Je Skoxhoe Fe “ices

Nates of ¥isgit: 2% Febvruary = 14 Yarche 1930
Visitor: Arnolsd Sch8phanes Unjve of Tubinsens Germany
furpnse:  Fescarch collaboration on  oroblems dnvolving
modiels for parallel comprutations stochostic s2nalysis of
distributed gsystemse desin of arhiter systemss and
technicues for provin: Lower o2ounds for arbitration
protblems,

ITndividual Contactedt *arcy Lynchy Michael Fi=cher

ha PoeHs Fnslowy RPe fordon
e Yerkshon Report
lurhe GIT=-TCR=77/11
Datel Decerbers 1979
Authoer(sy: Rehe Or™illoe Rede Liptons RaTe "iller
Title: Stochastic Svynechronization

Datet  Junes 1590

Author(s): Rete Do¥illaoy 7els Davidae Pade Lirton

TJitles Secure ¥ey "Jgtribution

Iyper Cornforence “aner
Daret Aprils 17300
Comnmrntas To tp pregented at 1340 Tk

Security and Trivacve.

i~
™M

Symposium  on

Auttorts): PeHe "nelow

'.‘-,u,‘-‘art(\rty “raarcss Senort = MNumitor
Iyzet cuarterly ©roaress Teport

Dale: Arrily 1760

Fage =11-
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1. INTRODUCTION

This 1is the Third Quarterly Progress Report prepared on
the Georgia Tech Research Program in Fully Distributed
Processing Systems (FDPS).

a. Program Description.

b.

The Georgia Tech Research Program in Fully Distributed
Processing Systems is a comprehensive investigation of
data processing systems in which both the physical and
logical components are extremely loosely coupled while
operating with a high degree of control autonomy at
the component level. The definition of the specific
class of multiple computer systems being investigated,
and the operational characteristics and features of
those systems is motivated by the desire to advance
the state-of-the-art for that class of systems that
will deliver a high proportion of the benefits
currently being claimed for distributed processing
systems. The scope of individual topics being
investigated under this program ranges from formal
modeling and theoretical studies to empirical
examinations of prototype systems and simulation
models. Also included within the scope of the program
are areas such as the utilization of FDPS's and their
interaction with management operations and structure.

Program Support.

The principle support for the program is a Selected
Research Opportunity contract from the Office of Naval
Research; however, there are a number of other sources
of funding which also support the program. A complete
list of these is given below.

Title: "Research on Fully Distributed Data Processing
Systems"

Funding Agency: Office of Naval Research (ONR)

Contract Number: NOOO14-79-C-08T3

GIT Project No.: G36-643

Principle Investigator: Philip H. Enslow, Jr.

Title: ™M"Research on Distributed Control™"

Funding Agency: U.S. Air Force Rome Air Development
Center (RADC)

Contract Number: F30602-78-C-0120

GIT Project No.: G36-649

Principle Investigator: Philip H. Enslow, Jr.

Page -1-
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Title: "Agreement By and Between IBM and GTRI™

Funding Agency: International Business

Machines,

General Systems Division (IBM)
Contract Number: GSD Agreement Number 210189

GIT Project Number: G36-648

Principle Investigator: Philip H., Enslow,

Jr,

Title: "Foundations of Deterministic Scheduling of

Processes for Parallel Execution"

Funding Agency: National Science Foundation (NSF)

Contract Number: MCS77-28305

(Univ,., of Wisc. subcontract number: 144-L729)

GIT Project Number: G36-630

Principle Investigator: Richard A. DeMillo

Title: "Theory of S3Systems of Asynchronous Paral?

Processors™®

Funding Agency: U.S. Army Research Office (ARO)

Contract Number: DAAG29-79-C-0155
GIT Project Number: G36-638
Principle Investigator: Nancy Lynch

Title: "Support of MILPERCEN Data Storage Concept"

Funding Agency: U.S. Army Institute for
Management Information
. Science (AIRMICS)
Contract Number: DAAK70-79-D-0087
GIT Project Number: G36-647
Principle Investigator: A.P. Jensen

2. ORGANIZATION AND STAFEING

Faculty

The following members of the ICS Faculty

Research in
and Comnuter

have been

identified as participants in the FDPS Research Program,

Crews, Phillip--Assistant Professor

DeMillo, Richard A.--Associate Professor

Enslow, Philip H. Jr.--Professor
Griffeth, Nancy--Assistant Professor
LeBlane, Richard--Assistant Professor
Livesey, Jon--Assistant Professor
(effective September, 1980)
Lynch, Nancy--Associate Professor

Most of these 1individuals are presently
specific projects in the program, while
completing other work already in progress.

Page -2-
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3.

2faff
Jensen, Alton P,--Princ. Res. Eng.
McDonell, Sharon--Sr. Secy.

Myers, Jeanette--Res. Scientist
Pinion, Nancy--Part-time Secy.

Students

There are 30 students working on various projects in the
FDPS Research Program. Of these, 12 are in the Ph.D.

program and 5 are preparing their MS Thesis on topics in
FDPS.

v

"URBENT RESEARCH PROJECTS

The specific research projects have been organized into

‘the major areas identified in the basic program proposal.
PG

JTheoretical and Formal Studies

1 Studies of the Theory of Asynchronous Processors

2 Decomposition of Parallel Systems

3 Reliable Systems

4 Time Performance of Distributed Systems

5 Audit Algorithms

6 Ticket Systems

T Synchronous Simulation

8 Distributed Resource Allocation

9 Theory of Distributed Databases

10 Arbiter Design

11 Shared Memory Bounds for Synchronization
Problems

B>
* o * o * e ° O * L3

5

B. Physical Interconpection and Networking
B.1 Heterogeneous Networking

B.2 Local Networking in Fully Distributed Processing
Systems

C. Distributed Operating Systems

C.1 Decentralized and Distributed Control

C.2 Resource Allocation and Work Distribution in an
FDPS

C.3 Fully Distributed Operating System - Initial
Considerations

C.4 TBA (Distributed Operating Systems)

Page =3-
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C.5 Process Support in Distributed Systems
C.6 Non-Homogeneous Operating Systems
C.7 FDOS -~ Preliminary Implementation Studies
D. Distributed Data Bases
D.1 Implementation of Distributed Database Systems
D.2 Support of MILPERCEN Data Storage Concept
E. FEault-Tolerance
F. 3Special Hardware Lto Supporf FDPS

G. Application of Distributed Processing

H., QSystem Design Methodologies
H.1 FDPS Requirements Engineering Techniques
H.2 Coordinating Large Programming Projects
I. System Utilization

1 A Language for Distributed Programming
2 System Implementation Language Development

I.
I.
J. Security

J.1 Process Structures

K. Sysfem Management

L. Evaluatiop and Comparison

M. EDPS Iestbed
M.1 Establishment of FDPS Testbed Facility
M.2 Remote Load Emulator

M.3 Fully Distributed Operating System Simulation
Testbed

Page -i-
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4. SUMMARY OF PROGRESS

A.1

A2

A.3

A4

A5

A.6

Studies of the Theory of Asynchronous Processors
(Lynch, Fischer, Lamport, Lazowska, Sch8nhage,
Arjomandi)

Much of the quarter was spent writing up and
exploring ideas originating during the previous
quarter. Progress is as described in the Summaries
for Projects A.,2 through A.11.

Decomposition of Parallel Systems (Lynch, Fischer)

Further progress was made in organizing ideas for the
decomposition.

Reliable Systems (Lynch, Fischer, Lamport)

No significant progress to report.

Time Performance of Distributed Systems (Lynch,
Fischer, Lazowska, Sch8nhage)

A simulation program has Dbeen developed which
calculates running times for distributed algorithms
with a tree network topology. This system 1is being
used to obtain performance results where analysis is
difficult, and also to check analytic results. A
first draft has been written of a paper which
demonstrates techniques for proving lower bounds on
time performance for algorithms solving distributed
problems, The two results for the paper are a lower
bound for a simple arbitration problem, and a lower
bound for a synchronized simulation problem,
Corresponding upper bounds are also described. This
paper by Arjomandi, Sch8nhage, Fischer, and Lynch
will be submitted to a conference in the near future.

Audit Algorithms (Griffeth, Fischer, Lynch)

No significant progress to report.

Ticket Systems (Griffeth, Lynch, Fischer)

Work this quarter includes the development, proof,
and simulation study of an algorithm determining
optimal static placement of resources in a
distributed system., The first draft of a conference
paper 1is Dbeing prepared. The static results are
being incorporated 1into a dynamic distributed

Page -5«
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AT

A.8

A.9

algorithm. An apparently efficient distributed
algorithm has been designed, based on the optimal
static placement. Since we have so far been unable
to prove formal bounds on the overhead introduced by
the necessary dynamic decisions, we have programmed
the algorithm in our simulation system (described
above). We are currently running tests to see how
well the algorithm performs under various input loads
and with various network sizes. Performance results
obtained so far have been uniformly excellent, but
are still preliminary. We also have an outline of a
formal correctness proof for our algorithm.

Synchronous Simulation (Lynch, Fischer, Arjomandi)

See Progress Summary for Project A.4.

Distributed Resource Allocation (Lynch)

The paper, "Fast Allocation of Nearby Resouces in a
Distributed System"™, was presented by N. Lynch at the
1980 ACM Symposium on Theory of Computing in Los
Angeles. Subsequently, +the paper was invited for
inclusion in a special issue of the UCSS to be
devoted to papers of that conference.

Theory of Distributed Databases (Ghoudjehbaklou,
Lynch)

Preliminary studies of problems arising in the
distributed database area suitable for our types of
analysis have begun, Ghoud jehbaklou 1is conducting
studies of adaptive distributed resource allocation
algorithms which wuse distributed data 1in their
implementation.

A.10 Arbiter Design (Lynch, Griffeth, Sch8nhage, Fischer)

A design of an arbiter which provably works as fast
as possible, both in the worst case and in the case
of light input load, has been outlined,

A.11 Shared Memory Bounds for Synchronization Problems

(Burns, Lynch)

Revision of a paper, "Shared Data Requirements for
Implementation of Mutual Exclusion Using a
Test-and-Set Primitive", was carried out for eventual
publication in the Journal of the ACM,

Page -6-
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B.1

B.2

C.1

Heterogeneous Networking (Crews, Greene)

Software Tools has been copied from the PRIME testbed
and is currently being implemented on the Series/?1.
Software Tools will establish a common user interface
to the heterogeneous systems, and will be the first
step in providing an efficient wuniversal interface
across the disparate systems.

Local Networking in FDPSs (Enslow)

A survey was made of the commercial equipment that
could be made available during the time period of
interest. As a result of this survey, a commercial
system was selected for installation as soon possible
to provide the initial testbed for work in this area.

Decentralized and Distributed Control (Enslow,
LeBlanc, Crews, Saponas, Wice)

A presentation on the status of the work on this
project was made to the RADC Distributed Processing
Technical Exchange Seminar. Motivated by the need to
present our findings to a large group of individuals
who are not totally conversant with the concepts of
fully distributed systems, major progress was made in
the techniques and methodology for describing the
various models of distributed processing systems.
Both the physical and logical models of the
components involved in distributed and decentralized
control were defined,

In categorizing the various models of distributed
control, it was found that the following
characteristics are significant: (1) Form of the
work request, (2) Work request processing, (3)
Information gathering for resources required and
available, (4) Sources of information, (5) Task-graph
building, and (6) Mode of execution monitoring.

Four major types of work requests were 1identified
based on combinations of the following attributes:
(1) Are imbedded (invisible) external references
allowed, (2) What is the form of the complete request
(a single executable file or multiple executable
files with connectivity present), and (3) Is process
interaction present. Similarly, three ma jor
characteristics of the control model were identified:
(1) When are external references resolved and
resources located and allocated, (2) When is
interprocess communication established, and (3) When
is the task graph built. The two options possible in
each case are: (a) prior to task initiation, and (b)
as requested.

Page -7~
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C.2

C.3

C.u

C.5

C.6

C.7

Based on the characterizations developed above, a
number of examples were prepared clearly explicating
the operation of decentralized control.

A paper, "A Model for Decentralized Control in a
Fully Distributed Processing System", will be
presented at COMPCON Spring '80. The model presented
in the paper 1is being successively refined, and
initial plans to simulate the model are being made.

Resource Allocation and Work Distribution in an FDPS
(Enslow, Sharp)

The first draft of a working paper on this subject
has been prepared.,

FDOS - 1Initial Considerations (Enslow, LeBlanc,
Crews, Akin, Flinn, Forsyth, Fukuoka, Myers, Pitts,
Saponas, Skowbo, Spafford, Wice)

Recent work in this area has focused primarily on the
development of a local operating system which will
support network operating system operations.

TBA - Distributed Operating Systems (Livesey)

No activity this quarter.

Communications Support in Distributed Systems
(Enslow, Skowbo)

A study of existing communications systems and
proposed architectures suggests the need in fully
distributed systems for specialized services at many
levels of the protocol hierarchy. These services are
being identified and defined in terms of existing or
proposed standards for circuit- and packet-switched
communication.

Non-Homogeneous Operating Systems (Ratzel)

No significant progress to report.

FDOS - Preliminary Implementation Studies (Myers,
Enslow, Gaither, Newell, Wice)

No significant progress to report,

Page -8-
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D.1

Implementation of Distributed Database Systems
(Griffeth)

This project will build on the progress reported for
Project A.6.

Support of MILPERCEN Data Storage Concept (Jensen,
Doyle, Gehl, Bingham)

Work to date confirms that the MILPERCEN system for
managing the records of enlisted and commissioned
personnel is virtually wunique with respect to
dimensions, complexity, and scope. A comparative
analysis of military, federal government, civilian,
and private sector human-resource systems has been
initiated in order to assess the potential and
technical problems of integrated manpower management
systems.

FDPS Requirements Engineering Techniques (Underwood,
Corley)

No significant progress to report.

Coordinating Large Programming Projects (Enslow,
Smith)

The principle activity during this period has
involved the refinement of the questionnaire, as well
as the explanatory material that will accompany it.

I.1 A Language for Distributed Programming (LeBlanc,

Maccabe, Forsyth)

The paper entitled "A Language Model for Fully
Distributed Systems has been accepted for
presentation at COMPCON '80, Fall. Work 1is
proceeding toward designing language features Dbased
on the model described in that paper. One aspect of
this work 1is described in a paper entitled
"Communication Facilities in Programming Languages
for Fully Distributed Systems" which has been
submitted to the ACM Pacific '80 Conference.

Page =9«
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I.2

M.2

M.3

System Implementation Language Development (LeBlanc,
Akin, Strickland)

Due to the development of a PASCAL compiler by PRIME,
we have determined that further work on transporting
UW-PASCAL would not be worthwhile. Our attention has
turned to the development of a MODULA compiler, to
give us a language which supports multiple processes.

Process Structures (DeMillo, Lipton, Miller, Davida)

The principle result of our research this quarter has
been the application of distributed computing
technology to the traditional problems of operating
system security. The key insight seems to be that it
is desirable to separate those system functions which
provide user services from those which mediate system
security. By using encryption based protocols 1in a
distributed system, many system functions can be
supported with high security. Research is currently
under way to increase the functionality of these
designs. A byproduct of the effort is a wunification
of the theories of operating system and data
security.

Establishment of FDPS Testbed Facility (Myers,
Elshoff, Gaither, Flinn, Newell, Wice)

No significant progress to report.

Remote Load Emulator (Myers, Enslow, Forsyth, Howe)

The interpreter of script object code 1is near
completion. Final enhancements and testing are now
being undertaken.

FDOS Simulation Testbed (LeBlanc, Gaither, Maccabe,
Myers, Newell, Wice)

A preliminary implementation of the simulation
testbed has been completed, written in "C" on the
PDP-11/45,., This version is currently being extended
and rewritten in RATFOR to run on the PR1ME P400's,
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5. IBAVEL RELATED IO IHE EDPS PROGRAM

Dates of Irip: 3-5 March, 1980
dndividuals Traveling: Phlllp Enslow
ltinerary: Atlanta, Georgia

Purpose: Survey state-of-the-art in distributed
processing equipment at AFIPS Office Automation
Conference.

Dates of Trip: 5 March, 1980

dIndividuals Traveling: Nancy Lynch

liinerary: Seattle, Washington

Purpose: Present talk at University of Washington about
time analysis of distributed systems.

Dates of Trip: 14 March, 1980
Ipdividuals Traveling: Philip Enslow
Itinerary: Baltimore, Maryland

Purpose: Discussion of decentralized distributed
control.

Dates of Irip: 17 March, 1980

Ipdividuals Iravelipg: Philip Enslow

ltiperary: Miami Beach, Florida

Purpose: Survey state—of the-art in 1local network
equipment and systems at INTERFACE '80 Exhibition.

Dates of Irip: 24-26 March, 1980

Individuals Iraveling: Richard LeBlanc

Itipnerary: Tallahassee, Florida

Purpose: Present paper at ACM Southeast Regional
Conference entitled, "Research Issues in Fully
Distributed Systems".

Dates of Irip: 2 April, 1980
4ndividuals Iraveling: Philip Enslow
ditiperary: Baltimore, Maryland

Purpose: Discussions of decentralized distributed
control.

Dates of Irip: 3-4 April, 1980
AIndividuals Iravelipng: Phillip Crews
ltinerary: Washington, D.C.

Purpose: Participate in organization and program
selection for Fall COMPCON '80 Conference in Distributed
Processing.

Dates of Irip: 13-14 April, 1980

Individuals Traveling: Nancy Lynch

Itiperary: Rochester, N,Y.

Purpoge: Present talk at University of Rochester about
time analysis of distributed systems.
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Dates of Trip: 14-16 April, 1980

Individuals Traveling: Phillip Crews, Philip Enslow,
Carolyn Greene

Jtiperarv: Ft. Lauderdale, Florida

Purpose: Present Georgia Tech FDPS Research Program, and
participate in Third IBM University Research Seminar.

Dates of Irip: 14-18 April, 1980

Individuals Iravelinpg: Richard DeMillo

ltinerary: Berkeley, California

Purpose: Attend IEEE Symposium on Security and Privacy.

Dates of Irip: 16-19 April, 1980

Individuals Iraveling: Nancy Griffeth

ltinerary: Seattle, Washington

Purpose: Work with M, Fischer on paper, "Optimal
Resource Placement in a Distributed System".

Dates of Irip: 27-30 April, 1980

Individuals Travelipg: Nancy Lynch

Itinerary: Los Angeles, California

Purpose: Present the paper "Fast Allocation of WNearby
Resources in a Distributed System"™ at the 1980 ACM
Symposium on Theory of Computing.

Dates of Irip: 1-2 May, 1980

Individuals Iraveling: Nancy Lynch

ltiperarv: Palo Alto, California ‘
Purpose: Consult with researchers in distributed
computing at Xerox Palo Alto Research Center.

Dates of Irip: 13-15 May, 1980

Individuyals Traveling: Philip Enslow

Itiperary: Rome, N.Y.

Purpose: Participate in the RADC Distributed Processing
Technology Exchange Seminar, and presentations on the
Georgia Tech FDPS Research Program and the project on
Distributed Decentralized Control.

Dates of Irip: 14-16 May, 1980

Individuals Iravelipng: Nancy Griffeth

Itinerarv: New York, N.Y. -
Purpose: Present talk at New York University Symposium
on Distributed Database Systems.

Dates of Irip: 19-22 May, 1980

Individuals Traveling: Richard DeMillo
Itiperary: Anaheim, California

Purpose: Attend NCC '80. -

Dates of Irip: 28 May, 1980

Iondividuals Iraveling: A.P. Jensen, John Gehl

Itipnerary: Washington, D.C.

Purpose: Meet with Deputy Chief of Staff of Personnel,
Department of the Army
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6. YISITQORS
Dates of Visit: 1 January - 31 March, 1980
Visitor: Michael Fischer, University of Washington
Burpose: Research Collaboration.
dndividual Coptacted: N. Lynch
Dates of Visit: 25 February - 14 March, 1980
Yisitor: Arnold Sch¥8nhage, University of Tubingen,
Germany
Purpose: Research collaboration on problems involving
models for parallel computation, stochastic analysis of
distributed systems, design of arbiter systems, and
techniques for proving lower bounds for arbitration
problems,
dpdividual Coptacted: N. Lynch
Dates of Visif: 1-5 April, 1980
Yisitor: Richard Lipton, Unlver51ty of California
,f Purpose: Research collaboration on distributed system
‘ security and synchronization.,
dndividual Contacted: R. DeMillo
Dates of Visit: 17 April, 1980

Visitor: William Boile, James Glymph, MILPERCEN

Purpose: Discuss OMF/EMP file structures.

Individual Contacted: A.P. Jensen

Dates of Visit: 22 April, 1980

Yisitor: Admiral Albert J. Bacioco, Office of Naval
Research

Purpose: Receive briefing on the Georgia Tech FDPS
Research Program,

Individual : P. Enslow, R. DeMillo, N. Lynch,
N. Griffeth, R. LeBlanc

Dates of Visit: 29 April, 1980

Yisitor: Ray Spitz, Darrell Knaus, Gene Head, IBM

General Systems Division
Discuss the Georgia Tech FDPS research program.

Wmm P.

Enslow
Dates of ¥Yisit: 27 May, 1980
Misitor: Charles Bass, Ungermann & Bass

Purpose: Discuss NETONE, a local communication
being developed by Ungermann & Bass,

dndividual Copntacted: P. Enslow

network
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7. BPUBLICATIONS

Author(s): P, Enslow, P. Crews

Title: IBM Series/1 UT200 RJE Workstation - Interim
Progress Report Number 1

Iype: Interim Progress Report [IBM Internal Use Only]
GIT Number: (unnumbered)

Publ. Pate: 31 March, 1980

Author(s): A. Maccabe, R. LeBlanc

JTitle: A Language Model for Fully Distributed Systems
Jvpe: Conference Paper

GIT Number: (unnumbered)

Publ. Date: (submitted March, 1980; accepted)

Author(s): N. Lyneh

Tigle: Fast Allocation of Nearby Resources in a
Distributed System

JType: Conference Paper

GIT Number: GIT-ICS-80/04

Publ. Date: April, 1980

Author(s): G. Davida, R. DeMillo, R. Lipton

Title: A System _Architecture to Support a Verifiably
Secure Multilevel Security System

Jype: Conference Paper

GIT Number: GIT-ICS-80/05

Publ. Date: April, 1980.

Author(s): G. Davida, R. DeMillo, R. Lipton
Title: Secure Key Distribution

Iype: Conference Paper

GIT Number: TBA

Publ. Date: April, 1980

Author(s): P. Enslow

Title: Quarterly Progress Report - Number 2
Ivpe: Quarterly Progress Report

GIT Number: (unnumbered)

Publ. Date: April, 1980

Authbor(gs): R. LeBlanc, J. Myers, S. Newell

Title: A Simulator for the Evaluation of Operating
System Algorithms for Fully Distributed Systems

JType: Conference Paper

GIT Number: (unnumbered)

Publ. Date: (submitted April, 1980)

Author(s): A. Maccabe, R. LeBlanc

Title: Communication Facilities in Programming Languages
for Fully Distributed Systems

Tvpe: Conference Paper

GIT Number: (unnumbered)

Publ. Date: (submitted April, 1980)
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1. INTRODUCTION

This is the Fourth Quarterly Progress Report prepared on the Georgia Tech
Research Program in Fully Distributed Processing Systems (FDPS).

a, Program Description.

The Georgia Tech Research Program in Fully Distributed Processing Systems
is a comprehensive investigation of data processing systems in which both
the physical and logical components are extremely loosely coupled while
operating with a high degree of control autonomy at the component level.
The definition of the specific class of multiple computer systems being
investigated, and the operational characteristics and features of those
systems is motivated by the desire to advance the state-of-the-art for that
class of systems that will deliver a high proportion of the benefits
currently being claimed for distributed processing systems. The scope of
individual topics being investigated under this program ranges from formal
modeling and theoretical studies to empirical examinations of prototype
systems and simulation models. Also included within the scope of the
program are areas such as the utilization of FDPS's and their interaction
with management operations and structure.

b. Program Support.,

The principle support for the program is a Selected Research Opportunity
contract from the Office of Naval Research; however, there are a number of
other sources of funding which also support the program. A complete 1list
of these 1is given below. During this reporting period an additional
project was assigned under the RADC contract.

Title: T"Research on Fully Distributed Data Processing Systems"
Funding Agency: Office of Naval Research (ONR)

Contract Number: NO0O14-79-C-0873

GIT Project No.: G36-643

Principle Investigator: Philip H. Enslow, Jr.

Title: T"Research on Distributed Controln

Funding Agency: U.S. Air Force Rome Air Development Center (RADC)
Contract Number: F30602-78-C-0120

GIT Project No.: G36-649

Principle Investigator: Philip H. Enslow, Jr.

Title: M"Evaluation of Distributed Control Models"

Funding Agency: U.S. Air Force Rome Air Development Center (RADC)
Contract Number: F30602-78-C-0120

GIT Project No.: G36-654

Principle Investigator: Philip H. Enslow, Jr.

Title: "Agreement By and Between IBM and GTRI"

Funding Agency: International Business Machines, General Systems Division
(IBM)

Contract Number: GSD Agreement Number 210189

GIT Project Number: G36-648

Principle Investigator: Philip H. Enslow, Jr.
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Title: '"Foundations of Deterministic Scheduling of Processes for Parallel
Execution”
Funding Agency: National Science Foundation (NSF)
Contract Number: MCS77-28305
(Univ, of Wisc. subcontract number: 134-L729)
GIT Project Number: G36-630
Principle Investigator: Richard A. DeMillo

Title: "Theory of Systems of Asynchronous Parallel Processors"
Funding Agency: U.S. Army Research Office (ARO)

Contract Number: DAAG29-79-C-0155

GIT Project Number: G36-638

Principle Investigator: Nancy Lynch

Title: "Support of MILPERCEN Data Storage Concept"

Funding Agency: U.S. Army Institute for Research in Management Information
and Computer Science (AIRMICS)

Contract Number: DAAKT0-T79-D-0087

GIT Project Number: G36-647

Principle Investigator: A.P. Jensen

2. ORGANIZATION AND STAFFING

Faculty

Crews, Phillip--Assistant Professor

DeMillo, Richard A.--Associate Professor

Enslow, Philip H. Jr.--Professor

Griffeth, Nancy--Assistant Professor

Jensen, Alton P.--Professor

LeBlanc, Richard--Assistant Professor

Livesey, Jon--Assistant Professor
(effective September, 1980)

Lynch, Nancy--Associate Professor

Staff

McDonell, Sharon--Sr, Secy.
Myers, Jeanette--Res. Scientist
Pinion, Nancy--Part-time Secy.

Students

There are 30 students working on various projects in the FDPS Research
Program. Of these, 12 are in the Ph.D. program and 5 are preparing their
MS Thesis on topics in FDPS.
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3. CURRENT RESEARCH PROJECTS

The specific research projects have been organized into the major areas
identified in the basic program proposal,

A. Theoretical and Formal Studies

A.1 Models of Asynchronous Processors

A.2 Decomposition of Parallel Systems

A.3 Reliable Systems

A.4 Time Performance of Distributed Systems
A.5 Audit Algorithms

A.6 Ticket Systems
AT
A.8
A.9
A1

Synchronous Simulation

Distributed Resource Allocation

Theory of Distributed Databases
0 Arbiter Design

A.11 Shared Memory Bounds for Synchronization Problems
A.12 Mutual Exclusion
A.13 Adaptive Distributed Resource Allocation Algorithms

B. Physical Interconnection and Networking

B.1 Heterogeneous Networking
B.2 Local Networking in Fully Distributed Processing Systems

C. Distributed Qperating Systems

C.1 Decentralized and Distributed Control

C.2 Resource Allocation and Work Distribution in an FDPS

C.3 Fully Distributed Operating System - Initial Considerations
C.4 TBA (Distributed Operating Systems)

C.5 Process Support in Distributed Systems

C.6 Non-Homogeneous Operating Systems

C.7 FDOS = Preliminary Implementation Studies

D. Distributed Data Bases

D.1 Implementation of Distributed Database Systems
D.2 Support of MILPERCEN Data Storage Concept

E. Fault-Tolerance
F. Specjal Hardware to Support FDPS
G. Application of Distributed Processing
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H.

System Design Methodologies

H.1 FDPS Requirements Engineering Techniques
H.2 Coordinating Large Programming Projects

System Utilization

I.1 A Language for Distributed Programming
I.2 System Implementation Language Development
I.3 Experiments with a Distributed Compiler

Security

J.1 Process Structures

System Management
Evaluation and Comparison

EDPS Testbed

M.1 Establishment of FDPS Testbed Facility

M.2 Remote Load Emulator
M.3 Fully Distributed Operating System Simulation Testbed

4. SUMMARY OF PROGRESS

A.1

A.2

A.3

Models of Asynchronous Processors (Lynch, Fischer)

Final revisions were made to a paper entitled, "On Describing the Behavior
and Implementation of Distributed Systems", scheduled to appear shortly in
Theoretical Computer Science. Discussions were carried out aimed at
extending time analysis techniques to communicating sequential process
models for asynchronous processors.

Decomposition of Parallel Systems (Lynch, Fischer)

A manuscript entitled, "A Technique for Decomposing Algorithms which Use a
Single Shared Variable", was completed and submitted in August for
publication in the Journal of the ACM.

Reliable Systems (Lynch, Fischer, Lamport)

No significant progress to report
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A4

A.5

A.6

A.T

A.8

Time Performance of Distributed Systems (Lynch, Fischer, Lazowska,
Sch&nhage)

Discussions were carried out for strengthening and clarifying bounds for a
simple arbitration problem.

Audit Algorithms (Griffeth, Fischer, Lynch)

No significant progress to report

Ticket Systems (Fischer, Griffeth, Guibas, Lynch)

A simulation was designed and implemented for simulating the ticket
system. It was implemented on the CYBER 74 using FORTRAN in order to take
maximum advantage of the CYBER's speed and to avoid introducing overhead.
The processor step times are normally distributed, with parameters mean
and variance as input to the program; request arrival rate is
exponentially distributed, with input parameter interarrival time. The
results of the simulation suggested the following hypothesis about the
behavior of the ticket system:

As the expected interarrival time of requests for tickets increases,

the expected response time also increases.
At first glance this seems counterintuitive, since larger interarrival
times will mean less interference between processing of requests (in the
extreme case, one ticket is processed before the next arrives). However,
a different intuition explains why it is probably true. The intuition is
that the sooner the requests arrive in the history of the system, the more
information the system has at any given point in time about how the
tickets should be allocated to requestors. Thus the hypothesis says that
tickets are being allocated "intelligently" by the system, on the basis of
whatever information it has.

A manuscript entitled, "Optimal Placement of Identical Resources in a
Distributed Network", was submitted in August to next year's conference on
distributed computation in Paris. This paper describes the optimal
placement of resources in a distributed system. Simulation results
suggest a very small expected running time for the corresponding dynamic
case, A new theorem giving an analytic proof of this upper bound is
currently being written up.

Synchronous Simulation (Lynch, Fischer, Arjomandi)

A paper is being prepared for conference submission.

Distributed Resource Allocation (Lynch)

An invited paper entitled, "Fast Allocation of Nearby Resources in a
Distributed System", was submitted for publication in the special issue of

the Journal of Computer and System Sciences, based on papers of the 1980
ACM Symposium on Theory of Computation.
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A.9 Theory of Distributed Databases (Ghoudjehbaklou, Lynch)
More preliminary studies of problems arising in the distributed data-base
area, suitable for time analysis, were carried out.

A.10 Arbiter Design (Lynch, Griffeth, Sch&nhage, Fischer)

No significant progress to report

A.11 Shared Memory Bounds for Synchronization Problems (Burns, Lynch)

No significant progress to report

4,12 Mutual Exclusion (Burns, Lynch)

A paper entitled, "Mutual Exclusion Using Indivisible Reads and Writes"
was submitted to the Allerton Conference.

A.13 Adaptive Distributed Resource Allocation Algorithms (Ghoudjehbaklou,
Lynch)

Several distributed resource-allocation problems and algorithms are being
described and analyzed.

B.1 Heterogeneous Networking (Crews, Efruss, Greene, Ma, Ramirez)

The primary work accomplished‘during this period has been refinement of
the programs already developed and analysis of the options available for
the operational environment.

B.2 Local Networking in FDPSs (Enslow)

The operational capabilities desired in the local network testbed were
established. The equipment selected was NETONE produced by Ungermann and
Bass. NETONE is a baseboard-contention system (similar to ETHERNET). The
user interfaces to NETONE are programmable, making it extremely useful as
a research vehicle, Initial funding for the system was obtained.
Delivery anticipated in October.

C.1 Decentralized and Distributed Control (Enslow, LeBlanc, Crews, Saponas)
The draft final report on the first phase of this study, a survey of

decentralized control models, was prepared. The second phase, evaluation
of these models, was initiated.
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C.2

C.3

C.ll'

C.5

C.6

C.7

Resource Allocation and Work Distribution in an FDPS (Enslow, Sharp)

No progress to report due to the absence of Mr. Sharp during this period.
He will return and the project will resume in September.

FDOS - 1Initial Considerations (Enslow, LeBlanc, Crews, Akin, Flinn,
Forsyth, Fukuoka, Myers, Pitts, Saponas, Skowbo, Spafford, Wice)

Work proceeds on defining the desired and required capabilities for a
Fully Distributed Operating System. Implementation experiments have been
initiated.

TBA - Distributed Operating Systems (Livesey)

No activity to report. Dr. Livesey will join the Georgia Institute of
Technology and the Project in September.

Communications Support for Distributed Systems (Enslow, Skowbo, Wice)

Further study of communications systems and network architectures is in
progress. A list of services which may be provided at one or more levels
in a hierarchy of protocols has been developed. Methods for assessing the
effects of these services on system performance are being considered. The
existing simulator for interprocess communication is being evaluated as a
possible basis for further development in this project. Specific
proposals for additional work are being evaluated and drafts are being
written.

Non-Homogeneous Operating Systems (Ratzel)

No significant progress to report.

FDOS - Preliminary Implementation Studies (Myers, Enslow, Gaither, Newell,
Wice)

Work continues on this project in support of Project C.3 and in
preparation for actual implementation of a prototype FDOS.

Implementation of Distributed Database Systems (Griffeth)

A literature review and a bibliography of distributed database systems
were begun. A plethora of algorithms for concurrency control were noted.
Also, a variety of measures of "goodness" of such algorithms have been
proposed. The area seems ripe for performance comparisons of the
algorithms along a variety of axes. To this end, a detailed study of the
concurrency algorithms has been begun., A second area in which some work
(less than it warrants) was noted is the area of the allocation of data on
a distributed system. Neglected areas are query procesing on distributed
systems, recovery and reliability issues, and distributed directories.
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D.2

H.1

H.2

I.1

I.2

The simulation program developed for the ticket system (A4.6) was
generalized to allow simulation of any distributed algorithm having the
following properties:
(1) Each node uses the same algorithm;
(2) The number of ports at a node is bounded as the system size grows;
(3) Communication between each pair of nodes is via a mailbox which
must be explicitly accessed by a node to find out if anything new
has been sent.
A generalization of the ticket system simulation can thus be wused to
evaluate the concurrency control algorithms.

Support of MILPERCEN Data Storage Concept (Jensen, Doyle, Gehl, Bingham)

The work in this quarter consisted of four major activities. First, Pete
Jensen visited MILPERCEN July 16 to present the results of the research
done to date. Second, Captain Steve Ratzel and Jim Doyle visited USAREC
in St. Louis to investigate the reserves personnel data base. Third, the
phase-one report was written and sent to selected industry, academic, and
military personnel in preparation for a planned October conference on
human resource management. Fourth, a data element list of approximately
4800 data elements dealing with personnel data was compiled from 23 files
and 65 transactions involving MILPERCEN, USAFAC, USAREC, and SIDPERS.

FDPS Requirements Engineering Techniques (Underwood, Corley)

No activity to report. Mr. Corley is expected to return to Georgia Tech
in January, 1981, to complete the work on his Ph.D.

Coordinating Large Programming Projects (Enslow, Smith)

Questionnaire refinement was completed. The focus during this period was
on completing the explanatory material. Progress was also made in
identifying possible subjects.

A Language for Distributed Programming (LeBlanc, Maccabe, Hardin)

The development of features for our language for distributed programming
has begun. Preparation for our presentation at COMPCON Fall '80 is in
progress. A conference paper concerning the use of abstraction in our
language has been submitted to L'Exposition de l'Informatique en Louisiana
{see publications 1list). Another paper is being prepared for submission
to the Second International Conference on Distributed Computing.

System Implementation Language Development (LeBlanc, Akin)

An implementation of an extended version of MODULA, a language which
supports multiple processes, is now in progress.
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I.3

M.2

M.3

Experiments with a Distributed Compiler (LeBlanc, Moore)

In order to test the feasibility of distributed programming, experiments
have been designed involving several versions of a compiler. A compiler
was chosen because there i1s considerable potential for taking advantage of
parallelism in the compilation process. The experimental work is
currently in progress.

Process Structures (DeMillo, Lipton, Miller, Davida)

Work continues on the application of cryptographic protocols and
distributed computing to computer system security. A major output of this
quarter's research is a survey of applicable cryptographic and operating
system security theory. Work is beginning on the design of a prototype
system, In addition, an extensive study of distributed system
survivability, using statistical designs, was begun.

Establishment of FDPS Testbed Facility (Myers, Gaither, Flinn, Newell,
Wice)

Work continues on simulations as well as general-purpose support software.

Remote Load Emulator (Myers, Enslow, Forsyth)

During this quarter, code generation routines were added to the script
preprocessor and large parts of the script interpreter were implemented.
Status of the various modules of the project is as follows: The script
preprocesor is fully implemented. It does not yet recover from all syntax
and semantic errors, although it does diagnose them and it generates
correct object code for error-free scripts. The interpreter is
implemented and partially tested. It can now access test systems through
either asynchronous lines or through X.25 virtual circuits. The emulation
session analysis programs are still being designed.

FDOS Simulation Testbed (LeBlanc, Gaither, Maccabe, Myers, Newell, Wice)

The simulator has been rewritten in RATFOR and is now running on our PRIME
computers (the initial version was written in C).
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5.

IRAVEL RELATED TO THE FDPS PROGRAM

Date of Trip: 8 July, 1980

Individual(s) Traveling: P.H, Enslow

Itinerary: Baltimore, Maryland

Purpose: Present one-day executive-level seminar on distributed data
processing - research and market.

Date of Trip: August, 1980

Individual(s) Iraveling: N. Lynch

Itinerary: Seattle, Washington

Lontact: M. Fischer

Purpose: Worked with Mike Fischer on several of the 1listed projects.
Presented talk on lower bounds for synchronization problems.

Date of Trip: 19-21 August, 1980

Individual(s) Traveling: R.A. DeMillo

Itinerary: Princeton, N.J.

Contact: Richard J. Lipton :

Purpose: Consult in various topics relating to Jjoint work in distributed
systems.

YISITORS

Dates of Visit: 15-18 July, 1980

Visitor: George I. Davida

Contact: R.A. DeMillo

Purpose: Discuss joint work on cryptographic protocols

Dates of Visit: 4-8 August, 1980

Visitor: Peter Lauer

Contact: P.H. Enslow, N. Lynch, & other FDPS team members

Purpose: Discuss common interests and work in distributed processing

Dates of Visit: 21 August, 1981
Visitor: Mont Bernstein, System Development Corp.

Contact: P.H. Enslow

Purpose: Discuss SDC work in distributed processing and other common

interests.
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7. PUBLICATIONS

Author(s): T. Saponas & P. Crews

Title: A Model for Distributed and Decentralized Control in a Fully
Distributed Processing System

Type: conference paper

Status: presented at Fall COMPCON '80, September 23-25, 1980

Author(s): R. LeBlanc

Title: Control and Communication Abstraction in a Programming Language for
Distributed Systems.

Type: conference paper

Status: accepted for presentation

Author(s): N. Lynch

Title: Fast Allocation of Nearby Resources in a Distributed System
Tvype: conference paper

Status: invited & submitted

Author(s): N. Lynch & M. Fischer

Title: A Technique for Decomposing Algorithms which Use a Single Shared
Variable

Type: Journal article

Status: submitted‘

Author(s): N. Lynch & M, Fischer

Title: On Describing the Behavior & Implementation of Distributed Systems
Type: Journal article

Status: final revisions made

Author(s): M. Fischer, N. Griffeth, L. Guibas, & N. Lynch

Title: Optimal Placement of Identical Resources in a Distributed Network
Type: conference paper

Status: submitted

Author(s): J. Burns & N. Lynch

Title: Mutual Exclusion Using Indivisible Reads and Writes
Type: conference paper

Status: submitted

Author(s): R.A. DeMillo

Title: A Brief Overview of Computer System Security

Type: report prepared for U.S. Army CORADCOM, Ft. Monmouth, N.J.
Status: delivered

Author(s): G.I. Davida, R.A. DeMillo, R.J. Lipton

Title: Protecting Shared Cryptographic Keys

Type: conference paper

Status: presented at 1980 IEEE Symposium on Security and Privacy

Author(s): G.I. Davida, R.A. DeMillo, R.J. Lipton

Title: A System Architecture to Support a Verifiably Secure Multilevel
Security System

Type: conference paper

Status: published
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Author(s): R.A. DeMillo

Title: Cryptographic Protocols
Type: conference paper

Status: accepted

Author(s): P.H. Enslow

Title: Quarterly Progress Report - Number 3
Type: Quarterly Progress Report

Status: printed & distributed

Publ. Date: July, 1980
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APPENDIX

A report of work conducted by Professor Michael Fischer in cooperation with the
Georgia Tech Research Program in Fully Distributed Processing Systems.

Design and Analysis of Distributed Algorithms
Second Quarterly Progress Report (March 1 - May 31, 1980)
Professor Michael J, Fischer - Principal Investigator

1. INTRODUCTION

This report covers the progress of the project, "Design and Analysis of
Distributed Algorithms,"™ directed by Professor Michael J. Fischer, for the
period March 1 - May 31, 1980. This project is principally supported by ONR
Contract N0O0OO14-80-C-0221.

From the beginning of the reporting period through April 2, part of the work was
carried out at Georgia Institute of Technology where Professor Fischer was
visiting. During that time, additional support for the project came from ONR
Contract NOOO14-79-C-0873 through a subcontract from the Georgia Institute of
Technology to the University of Washington.

2. TECHNICAL COLLABORATORS

The work reported on in Sections 4.1 and 4.2 was carried out in close
collaboration with Professors Nancy A. Lynch and Nancy Griffeth of the Georgia
Institute of Technology. Professor Griffeth also spent three days in Seattle in
mid-April working with Professor Fischer after his return from Atlanta.

Professor Arnold Sch#nhage, University of Ti#lbingen, Germany, visited the Georgia

Institute of Technology for the period February 25 - March 14, 1980, and
contributed greatly to the research.

3. PUBLICATIONS

No work on this contract has yet reached publication. References [2] and [3]
were submitted to conferences.

4, TECHNICAL PROGRESS

The first quarterly progress report listed six areas in which investigations had
been begun:

1. Decomposition of Parallel Systems 4, Audit Algorithms
2. Reliable Systems 5. Ticket Systems
3. Time Analysis 6. Synchronous Simulation

During the second quarter, work focused on areas (3) and (5). 1In addition, work
begun on another project continued on developing a logic of concurrent processes.
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4.1 TIME ANALYSIS

Working with Professors Sch&nhage, Lynch, and Griffeth, we continued to use the
simple arbiter problem of [1] as a paradigm for the time analysis of distributed
algorithms, We have taken three different approaches.

Worst-case apalysis. The tree arbiter of [1] is an algorithm for allocating a
single reusable resource among n competing users. The "lost" time of such a
system is the total amount of time during which at least one user is requesting
the resource but the resource is free. A simple worst-case analysis of the tree
arbiter shows that the total lost time in processing r requests is at most
O(r log n). This bound is independent of how the individual processes are
scheduled, as long as each process takes at least one step during each unit
interval of time. It is also independent of the arrival rate of the requests.

On the other hand, a simple polling arbiter (also described in [1]) has much
better performance under a heavy load and much worse under a light load. These
results led to a reexamination of the tree arbiter and the discovery of a new,
slightly different, tree arbiter which combines the best features of both
algorithms: under 1light 1loads the lost time per request is O{log n) and under
heavy loads the lost time drops to a constant. The resulting algorithm is easy
to implement and might be quite attractive in certain practical applications.

Lower bounds. The previous analysis leads naturally to the question of whether a
still ©better tree arbiter exists, say one with constant lost time per request,
independent of the load. Under a suitably restricted model of distributed
computation, we are able to answer that question in the negative by proving that
every distributed arbiter algorithm in that model must take time Q2(log n) between
receiving a request at some leaf and granting that request, even if there are no
other requests present in the system. The proof of this fact follows from a
(nontrivial) formalization of the notion that it takes £ (log n) steps for
information to be broadcast throughout a network in which there are natural
bounds on the number of neighbors of a node. The model unfortunately contains
some technical restrictions that are somewhat unnatural but we believe also
inessential. We believe this result can be extended to more natural models as
well.

Expected=time analysis. Worst-case analysis can sometimes lead to
unrealistically large time bounds which in fact occur with only very 1low
probability. As an alternative, one can assume certain probability distributions
on the parameters affecting the behavior of the system and then analyze the
expected time of the system under those assumptions.

The resulting Markov models are generally too complicated to analyze exactly.
Two approaches around that problem are to construct approximate models which can
be analyzed exactly and to perform simulations. We began work on approximate
nodels with Professor Lazowska during the previous quarter and explored it a
little further with Professor Sch#nhage. We also sketched the outline of a
computer program to carry out a simulation of arbiter systems in a reasonably
efficient way, which we plan to implement.
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4.2 TICKET SYSTEMS

We continued the work on algorithms designed to distribute 1large numbers of
"tickets™ at widely distributed "ticket windows"™. The ticket problem can be
thought of as a generalization of the simple arbiter problem to more than one
resource, and one has a choice of whether or not to allow tickets to be returned
and later resold.

The first phase of our work involved thinking of various clever ways of matching
up requests to tickets in a distributed network. After generating several
different algorithms for this problem, it became apparent that we had 1little
basis for evaluating the relative goodness of the proposed methods, and it was
unclear what advantages, if any, the more esoteric solutions had.

We then turned to the problem of analyzing the performance of a very simple
abstract ticket algorithm -~ one in which the tickets are placed initially on
nodes of a tree and not moved thereafter except to fulfill particular requests,
Taking the expected distance between a request and the ticket which fulfills it
as a performance measure, we were able to prove a constant upper bound. Thus,
even without being clever about dynamically rearranging tickets during the
processing in response to the requests that have already been processed, one
still gets a "best possible" kind of performance bound.

The expected distance is not the same as expected waiting time, however, because
we have not specified a mechanism whereby a request finds the optimal ticket to
match with, This 1led to the development of a complete algorithm in which each
node uses only local information in its operation, yet every request is
guaranteed to eventually find a ticket. We hope this algorithm will be a close
enough approximation to the simple abstract algorithm to still achieve a constant
expected waiting time.

4.3 A LOGIC OF CONCURRENT PROCESSES

Karl Abrahamson is doing dissertation work under Professor Fischer on 1logics of
concurrent processes, Programming logics are systems of mathematical logic to be
used in making assertions and reasoning about computer programs, Previous work
in this area by others has focused on termination properties of programs, that
is, wunder what conditions will a program terminate and what will be true when it
does? He extends that work by permitting assertions about a program in the midst
of execution. This useful for understanding the behavior of any program but
essential in analyzing systems of concurrent processes,

He 1is taking three approaches to process logic, developing several specific
logics based on those approaches, and analyzing and comparing them with each
other and with recent work by other researchers. The first approach is to extend
program 1logics by adding Boolean variables., The second is to build on predicate
calculus by using explicit time quantifiers, The third, based on modal logic,
eliminates time variables in favor of a collection of carefully chosen
modalities.
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1. INTRODUCTION

This is the Fifth Quarterly Progress Report prepared on the Georgia Tech
Research Program in Fully Distributed Processing Systems (FDPS).

a.

b.

Program Description.

The Georgia Tech Research Program in Fully Distributed Processing Systems
is a comprehensive investigation of data processing systems in which both
the physical and logical components are extremely loosely coupled while
operating with a high degree of control autonomy at the component level.
The definition of the specific class of multiple computer systems being
investigated, and the operational characteristics and features of those
systems is motivated by the desire to advance the state-of-the-art for that
class of systems that will deliver a high proportion of the benefits
currently being claimed for distributed processing systems. The scope of
individual topics being investigated under this program ranges from formal
modeling and theoretical studies to empirical examinations of prototype
systems and simulation models. Also included within the scope of the
program are areas such as the utilization of FDPS's and their interaction
with management operations and structure.

Program Support.

The principle support for the program is a Selected Research Opportunity
contract from the Office of Naval Research; however, there are a number of
other sources of funding which also support the program. A complete 1list
of these is given below. During this reporting period RADC Project G36-649
was completed.

Title: T™Research on Fully Distributed Data Processing Systems"
Funding Agency: Office of Naval Research (ONR)

Contract Number: N00014-79-C-0873

GIT Project No.: G36-643

Principle Investigator: Philip H. Enslow, Jr.

Title: TM™Research on Distributed Control®

Funding Agency: U.S. Air Force Rome Air Development Center (RADC)
Contract Number: F30602-78-C=0120

GIT Project No.: G36-649

Principle Investigator: Philip H. Enslow, Jr.

Title: ™Evaluation of Distributed Control Models"

Funding Agency: U.S. Air Force Rome Air Development Center (RADC)
Contract Number: F30602-78=C=0120

GIT Project No.: G36-654

Principle Investigator: Philip H. Enslow, Jr.

Title: T"Agreement By and Between IBM and GTRI"

Funding Agency: International Business Machines, General Systems Division
(IBM)

Contract Number: GSD Agreement Number 210189

GIT Project Number: G36-648

Principle Investigator: Philip H. Enslow, Jr.
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Title: P"Foundations of Deterministic Scheduling of Processes for Parallel
Execution"
Funding Agency: National Science Foundation (NSF)
Contract Number: MCS77-28305
(Univ. of Wisc. subcontract number: 144-L729)
GIT Project Number: G36-630
Principle Investigator: Richard A. DeMillo

Title: "Theory of Systems of Asynchronous Parallel Processors"
Funding Agency: U.S. Army Research Office (ARO)

Contract Number: DAAG29-79-C-0155

GIT Project Number: G36-638

Principle Investigator: Nancy Lynch

Title: "Support of MILPERCEN Data Storage Concept"

Funding Agency: U.S. Army Institute for Research in Management Information
and Computer Science (AIRMICS)

Contract Number: DAAK70-79-D-0087

GIT Project Number: G36-647

Principle Investigator: A.P. Jensen

2. ORGANIZATION AND STAFFING

Faculty

Crews, Phillip--Assistant Professor
Davida, George--Professor

DeMillo, Richard A.--Associate Professor
Enslow, Philip H. Jr.--Professor
Griffeth, Nancy--Assistant Professor
Jensen, Alton P.--Professor

LeBlanc, Richard--Assistant Professor
Livesey, Jon--Assistant Professor

Lynch, Nancy--Associate Professor
Miller, Raymond--Professor

Staff
McDonell, Sharon--Sr. Secy.

Myers, Jeanette--Res. Scientist
Pinion, Nancy--Part-time Secy.

Students

There are 30 students working on various projects in the FDPS Research
Program. Of these, 12 are in the Ph.D. program and 5 are preparing thelir
MS Thesis on topics in FDPS.
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3. CURRENT RESEARCH PROJECTS

The

specific research projects have been organized into the major areas

identified in the basic program proposal.

A.

B.

C.

D,

Theoretical and Formal Studies

Models of Asynchronous Processors
Decomposition of Parallel Systems
Reliable Systems
Time Performance of Distributed Systems
Audit Algorithms
Ticket Systems
Synchronous Simulation
Distributed Resource Allocation
Theory of Distributed Databases
Arbiter Design
Shared Memory Bounds for Synchronization Problems
Mutual Exclusion
Adaptive Distributed Resource Allocation Algorithms
Using Complementary Distributed System Models
Probabilistic Algorithms in Distributed Systems

—_ a2 OITAAN W -

DN —=0

Physical Interconnection and Networking

B.1 Heterogeneous Networking
B.2 Local Networking in Fully Distributed Processing Systems

Distributed Operating Svstems

C.1 Decentralized and Distributed Control

C.2 Resource Allocation and Work Distribution in an FDPS

C.3 Fully Distributed Operating System - Initial Considerations
C.l4 Local Operating System

C.5 Communications Support for Distributed Systems

C.6 Non-Homogeneous Operating Systems

C.7 FDOS = Preliminary Implementation Studies

Distributed Data Bases

D.1 Implementation of Distributed Database Systems
D.2 Support of MILPERCEN Data Storage Concept
D.3 Implementation of the Audit Algorithm

Fault-Tolerance
Speclal Hardware to Support FDPS
Application of Distributed Processing
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H.

I.

K.

L.

M.

System Deslgn Methodologies

H.1 FDPS Requirements Engineering Techniques
H.2 Coordinating Large Programming Projects

System Utilization

I.1 A Language for Distributed Programming
I.2 System Implementation Language Development
I.3 Experiments with a Distributed Compiler

.

sSecurity

J.1 Process Structures

System Management
Evaluation and Comparison

L.1 Simulation of Distributed Algorithms (Griffeth, Lynch)

FDPS Testbed

M.1 Establishment of FDPS Testbed Facility
M.2 Remote Load Emulator
M.3 Fully Distributed Operating System Simulation Testbed

4. SUMMARY OF PROGRESS

A.1 Models of Asynchronous Processors (Lynch, Fischer)

No significant progress to report

A.2 Decomposition of Parallel Systems (Lynch, Fischer)

No significant progress to report

A.3 Reliable Systems (Lynch, Fischer, Lamport)

A.4 Time Performance of Distributed Systems (Lynch, Fischer,

No significant progress to report

Sch8nhage)

No significant progress to report
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A5

A.6

A.7T

Audit Algorithms (Griffeth, Fischer, Lynch)

Existing methods of reading a consistent state of a distributed database
require either (a) stopping all transactions or (b) requesting an
out-of-date version of the database, Neither of these is necessary. We
have developed conditions for a set of artificial events in the system
history to T"represent"™ a consistent state of the database, in the
following sense:
Each node can compute a node state, using knowledge of the artifiecial
events occurring at the node (i.e., without additional communication),
in such a way that the set of all node states thus computed is a
consistent system state,
The usual definition of consistency in a database is "serializability".
Our notion of consistency is a generalized version of serializability:
each transaction occurs either entirely before or entirely after the read
of the DDB state, although the transactions need not be serialized with
respect to each other. If the transactions happen to be serialized, then
slightly more restrictive conditions on the set of artificial events gives
a system state corresponding to the first N transactions in the
serialization,

A paper is being prepared for submission to a journal. Al so,
implementation of the algorithm on the PRIME is being examined.

Ticket Systems (Fischer, Griffeth, Guibas, Lynch)

More experiments on the simulation program verify the hypothesis that
average response time increases with interarrival time, Perturbations in
the results were found to be due to the polling cycle of the nodes,

A graphical display of the behavior of the ticket system is being
prepared, using the simulation program. This type of display is suggested
as a tool for developing intuition about distributed systems and finding
counterexamples to hypotheses.

Synchronous Simulation (Lynch, Fischer, Arjomandi)

A conference version of a paper entitled, "A Difference in Efficiency
Between Synchronous and Asynchronous Systems", was completed and submitted
for possible presentation at next year's ACM Symposium on Theory of
Computing. Results have been clarified and improved, and the main proof
has been distilled into an interesting and clean graph-theoretic argument.
The paper describes a synchronization problem for which there is a
provable multiplicative factor of log n (n = the number of "ports"™ in the
distributed system) distinguishing the achievable time complexity of this
problem when implemented on a synchronous or on an asynchronous system,
This is the first such result we know of, and seems to be quite
fundamental to understanding the differences in capability between these
two types of parallelism.
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A.8 Distributed Resource Allocation (Lynch)

No significant progress to report

A.9 Theory of Distributed Databases (Lynch, Griffeth)

4 seminar for interested faculty and graduate students was conducted,
carrying out a careful study of recent work on distributed data base
concurrency control. Plans for a continuation next quarter were made; the
next quarter will involve simulation and other empirical evaluation of
some of the algorithms.

A.10 Arbiter Design (Lynch, Griffeth, Sch8nhage, Fischer)

No significant progress to report

A.11 Shared Memory Bounds for Synchronization Problems (Burns, Lynch)

Revisions of Jim Burns's doctoral dissertation have been carried out; in
particular, results on number-of-message bounds for distinguishing
processes in a ring network have been clarified. The dissertation appears
now to be virtually completed.

A,12 Mutual Exclusion (Burns, Lynch)

A paper entitled, M™Mutual Exclusion Using Indivisible Reads and Writes",
was presented at the Allerton Conference.

A.13 Adaptive Distributed Resource Allocation Algorithms (Ghoudjehbaklou,
Lynch)

Several distributed resource-allocation problems and algorithms are being
described and analyzed.

A.14 Using Complementary Distributed System Models (Lynch, Rounds, Miller)

Preliminary discussions were conducted for a project aimed at using a
combination of several distributed system models to describe and prove
correctness and performance properties of distributed algorithms. The
intention is to describe a single algorithm at several levels (related by
simulation mappings), proving safety properties at one (high) level, and
fairness and performance properties at another (lower) level. The models
to be used are Hoare's Communicating Sequential Processes model, Ladner's
automata-theoretic communication model, Rounds's and Brooke's
communication event model, and the Lynch-Fischer process-variable model.
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A.15 Probabilistic Algorithms in Distributed Systems (Lynch, Arjomandi,

B.1

B.2

C.1

Fischer)

Preliminary discussions were conducted for a project aimed at evaluating
the performance of distributed algorithms which use controlled randomness
to avoid conflicts.

Heterogeneous Networking (Crews, Efruss, Greens, Ma, Ramirez)

The Series/1 has been used in the following projects under the EDX
operating system:

1, Training of students and demonstrations of the facilities of the
system to staff and faculty. The training of students has involved
support for the ICS 3422 class to run programs written in PL/I using
the Session Manager facility of EDX, familiarization sessions with
students interested in the system, and formal training for Susanna
Ma so that she can help support EDX in the future.

2. Installation of EDX, Version 3.

3. Installation of the Software Tools package according to the
"Cookbook"™ specification obtained through Dan Forsyth.

Since September, work on the Series/1, operating under the RPS operating
systen, has concentrated on developing a UT200 task to enable
communications between the Series/1 and the Cyber T4. Although the design
and the majority of the coding for this design had been previously
completed, problems were encountered with the design due to
inconsistencies in the UT200 protocol that could not be resolved without
including a large amount of unreliability and complexity in the resulting
system. A new design was then considered and accepted which bypassed the
problems previously encountered. The code implementing this design is
written, with the exception of portions of a user command~handler, and the
remaining routines are being tested.

Local Networking in FDPSs (Enslow)

The local network hardware was ordered and delivered. An 11-node NETONE
system produced by Ungermann and Bass 1s being installed (this is a
baseboard contention system somewhat similar to Ethernet). This network
will be used to provide access to all of the systems in the FDPS testbed
as well as to experiment with computer-to~-computer communication utilizing
a front-end local network (there is already a high-speed coaxial cable
ring network (8 Mbps) providing a back-end local network to interconnect
the five PR1ME computers in the testbed). The software for normal access
function is now being checked out. Perhaps the most important
characteristic of the NETONE system is that it is totally "soft" except
for the coax c¢able interface and can be reprogrammed by the operator.
Cable installation has begun while the system is being checked out.

Decentralized and Distributed Control (Enslow, LeBlanc, Crews, Saponas,
Hopkins)

The draft of the final report on the first phase of this study, "A Survey
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C.2

C.3

C.h

C.5

C.6

of Distributed and Decentralized Control Models", was completed and
submitted to the sponsors for review (publication anticipated in January,
1981). The work on the second phase of the project, an evaluation of
these models, has focused on the development and implementation of an
appropriately instrumented control model simulator.

Resource Allocation and Work Distribution in an FDPS (Enslow, Sharp)

An expanded draft version of a working paper on this subject has been
completed and is in the process of being edited.

FDOS - 1Initial Considerations (Enslow, Livesey, LeBlanc, Crews, ikin,
Flinn, Forsyth, Fukuoka, Maccabe, Myers, Pitts, Saponas, Skowbo, Spafford,
Wice)

No significant progress to report

Local Operating System (Livesey, LeBlanc, Spafford)

A study has been begun into the design requirements for a Local Operating
System (LOS) to support Fully Distributed Processing. The host hardware
(PR1ME P400O's & P500's) has been studied and a design document for the
local operating system 1is underway. Additional documentation on the
instruction set of the host hardware has been written to aid in
implementation of the LOS.

Communications Support for Distributed Systems (Enslow, Skowbo, Wice)

A  highly-distributed feedback mechanism for adaptive routing in a
packet-switched network of very loosely-coupled systems has been outlined.
Procedures for a highly-selective acknowledgement protocol have been
developed as a possible basis for this feedback, and as a more general
error-control mechanism. Further development  and testing awaits
implementation of proposed enhancements to the simulator for interprocess
communication, which was found to have a number of 1limitations for this
research., Specific enhancements will provide for the simulation of:

1. Acknowledgement Protocols as outlined above

2. Flow control Protocols

3. Pseudo-random message generation of varying size and frequency

4, Priority transmission

5. Delays due to propagation and bandwidth characteristics

6. Errors due to message loss or corruption, and to link failure

Non-Homogeneous Operating Systems (Ratzel)

This project has been cancelled
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C.T

D.1

D.2

D.3

H.1

FDOS - Preliminary Implementation Studies (Myers, Enslow, Wice)

Work continues on this project in support of Project C.3 and in
preparation for actual implementation of a prototype FDOS,

Implementation of Distributed Database Systems (Griffeth, Livesey, Lynch)

A study is in progress of the communication system and operating system
facilities required for simulation and implementation of concurrency
control algorithms.

Support of MILPERCEN Data Storage Concept (Jensen, Doyle, Gehl, Bingham)

A workshop, "Implications of Data Base Technology for Human Resource
Information Management", was sponsored by AIRMICS and Georgia Tech as
partial fulfillment of Phase Two of the MILPERCEN project. The workshop
brought together people representing the military, corporate/industry, and
academic communities who are interested in personnel and human resource
management.

An overview of the Army manpower management systems was presented along
with the data management problems concerning military personnel. The
corporate/industry representatives gave presentations of how they are
managing and developing manpower planning systems for use in operations
and strategic planning. The academic representatives presented current
research in date base architecture, data base administration, and
distributed computing relating these topics to the problem of military
personnel management. Presentations focused on 1issues of data base
technology, extremely large files (greater than one million records), and
other areas of human resource management systems including promotion,
design, implementation, economics, and management of such systems.

After this exchange of ideas and views among the acadenic,
corporate/industry, and military representatives, the workshop as a whole
discussed the issues contained in the Phase I report. Smaller groups were
formed to work out more specific solutions to the issues discussed. These
solutions were then presented to the group as a whole for approval and
more discussion.

Implementation of the Audit Algorithm (Griffeth, Livesey, Lynch)

Preliminary discussions have begun.
FDPS Requ;rements Engineering Techniques (Underwood, Corley)

No activity to report. Mr. Corley is expected to return to Georgia Tech
in January, 1981, to complete the work on his Ph.D.
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H.2

I.1

I.2

I.3

Jo1

L.1

M.1

Coordinating Large Programming Projects (Enslow, Smith)

The initial form of the questionnaire has been tested by presenting it to
several 1local data processing managers. A revision of the questionnaire
is being developed based on the results of those interviews.

A Language for Distributed Programming (LeBlanc, Maccabe, Hardin)

Initial design of language features for support of distributed programming
has been completed. Example programs are being written in order to test
the usefulness of the design. The design of a prototype implementation
has recently been started. LeBlanc and Maccabe traveled to Washington to
present a paper at COMPCON Fall '80. A paper was submitted to the Second
International Conference on Distributed Computing. Final revisions were
made in a paper to be presented at L'Exposition de 1l'Informatique en
Louisiana.

System Implementation Language Development (LeBlana, Akin)

Work on the implementation of our extended version of MODULA continued
during this quarter. The front-end scanner and parser for an optimizing
compiler has been completed, and a general-purpose back-end code generator
is under development.

Experiments with a Distributed Compiler (LeBlanc, Moore)

The experimental phase of this project has been completed. During this
quarter, Moore has been analysing the data collected, and writing his
M.S. thesis based on this work. :

Process Structures (DeMillo, Lipton, Miller, Davida, Livesey)

Work on the design of secure operating systems continues. The degree of
distribution of the system and the level of security achievable is being
investigated. Encryption and appropriate protocols are being investigated
for incorporation into the design of the local operating system. In
particular, we are investigating the possibility of multiplexing
processors between mutually secure processes,

Simulation of Distributed Algorithms (Griffeth, Lynch)

Preliminary discussions have begun

Establishment of FDPS Testbed Facility (Myers, Flinn, Wice)

No significant progress to report

Page -10-



GIT FDPS Research Program Quarterly Prog Report 5

5.

M.2 Remote Load Emulator (Myers, Enslow, Forsyth)

No significant progress to report

M.3 FDOS Simulation Testbed (LeBlanc, Hopkins, Maccabe, Myers, Wice)

Work continues in support of Projects C.1, C.2, & C.5.

IRAVEL RELATED IO IHE FDPS PROGRAM

Date of Trip: September, 1980

Individual(s) Iraveling: N. Lynch

Itinerary: New York, N.Y.

Contact: presentation attendees at Columbia University
Purpose: Give invited presentation on Projects A.6 & A.8.

Date of Trip: 15-17 September, 1980

Individual(s) Iraveling: P.H. Enslow

Itiperary: Technical University, Loughborough, England

Contact: course attendees

Purpose: Present invited talk on "Parallel Control in Distributed Systems" at
Advanced Course on Parallel Processing

Date of Trip: 22-25 September, 1980

IQQL.J.QALQL(.Q) Iravelipg: R.J. LeBlanc & A.B. Maccabe
Itinerary: Washington, D.C.

Bgnpggg: Attend COMPCON Fall '80 and present a paper based on work in Project
Il1.

Date of Trip: 10 October, 1980

Individual(s) Iraveling: P.H. Enslow

Itinerary; Hampton, VA

Contact: Adrcraft Electronic Systems Branch, Flight Electronies Division,
NASA, Langley Research Center

Purpese: Discuss common interests in distributed processing

Date of Trip: October, 1980

Individual(s) Iraveline: N. Lynch

JItinerary: Syracuse, New York

Contact: conference attendees

Purpose: Attend conference on Foundations of Computer Science (IEEE)

Date of Trip: October, 1980

Ipdividual(s) Iraveling: N. Lynch

Itinerary: Toronto, Canada

Contact: Eshrat Arjomandi, York University

Purpose: Work on projects A.7 & A.15. Give presentation describing projects
A.6 & A.8.
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Te

Date of Trip: October, 1980

Individual(s) Iraveling: N. Lynch

JItinerary: Raleigh, North Carolina

Contact: presentation attendees at North Carolina State University
Purpose: Give invited presentation on Projects A.6 & A.8.

Date of Irip: 27-30 October, 1980

Individual(s) Traveling: P.H. Enslow, J. Skowbo, R. Wice

Itinerary: Atlanta, Georgia

Contact: conference attendees

Purpose: Attend ICCC '80 - the Fifth International Conference on Computer
Communications

Date of Trip: 10-14 November, 1980

Individual(s) Iraveling: P.H. Enslow

Itinerary: San Diego, California

Contact: meeting attendees

Purpese: Participate in a working meeting of IFIP Working Group 10.7,
"Operating System Interfaces".

Date of Trip: 12 November 1980

Individual(s) Iraveling: P.H. Enslow

Itinerary: Naval Ocean Systems Center, San Diego, CA

Contact: A.G. Diloreto (Code 1605), R.L. Goodbody (8105), D.W. Gage (8141),
D.0. Christy (8121), G.R. Allagier (8242), R.D. Cook (164), and B.F. White
(8314) :

Purpose: Present briefing on GIT FDPS Research Program. Discuss further
interactions,

YISITORS

Dates of Visit: 6 October, 1980
Yisitor: Billy L. Dove, Head, Aircraft Electronic Systems Branch, Flight
Electronics Division, NASA, Langley Research Center, Hampton, Virginia

Contact: P.H. Enslow
rpose: To be briefed on the GIT FDPS Research Program

Dates of Visit: November, 1980
Yigitor: William C. Rounds, University of Michigan, Ann Arbor

Contact: N. Lynch & R, Miller
Purpose: Work on Project A.14 with Prof's Lynch & Miller

PUBLICATIONS

Author(s): A.B. Maccabe & R.J. LeBlanc

Title: A Language Model for Fully Distributed Systems
TIype: conference paper

Status: presented & published in conference proceedings
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Author(s): R.J. LeBlanc & A.B. Maccabe :

Title: P+D: Language Features for Distributed Programming
Ivpe: conference paper

Status: submitted

Author(s): N. Lynch

Title: Fast Allocation of Nearby Resources in a Distributed System
Type: Jjournal paper

Status: submitted

Author(s): E. Arjomandi, M. Fischer, & N. Lynch

Title: A Difference in Efficiency Between Synchronous and Asynchronous
Systems :

Type: conference paper

Status: submitted

Author(s): N. Lynch & M, Fischer

Iitle: On Describing the Behavior & Implementation of Distributed Systems
Type: Jjournal paper

Status: final revisions made

Author(s): M. Fischer, N. Griffeth, L. Guibas, & N. Lynch
Title: Optimal Placement of Identical Resources in a Distributed Network
Ivype: conference paper

Status: submitted

Author(s): J. Burns & N. Lynch
Title: Mutual Exclusion Using Indivisible Reads and Writes
Type: conference paper

Status: presented

Author(s): P.H. Enslow

Title: Quarterly Progress Report - Number 4
Type: Quarterly Progress Report

Status: printed & distributed

Publ. Date: November, 1980
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1. INTRODUCTION

This is the Sixth Quarterly Progress Report prepared on the Georgia Tech
Research Program in Fully Distributed Processing Systems (FDPS).

Ae

Program Description.

The Georgia Tech Research Program in Fully Distributed Processing Systems
is a comprehensive investigation of data processing systems in which both
the physical and logical components are extremely loosely coupled while
operating with a high degree of control autonomy at the component level.
The definition of the specific class of multiple computer systems being
investigated, and the operational characteristics and features of those
systems is motivated by the desire to advance the state-of-the-art for that
class of systems that will deliver a high proportion of the benefits
currently being claimed for distributed processing systems. The scope of
individual topics being investigated under this program ranges from formal
modeling and theoretical studies to empirical examinations of prototype
systems and simulation models. Also included within the scope of the
program are areas such as the utilization of FDPS's and their interaction
with management operations and structure.

Program Support.

The principle support for the program is a Selected Research Opportunity
contract from the Office of Naval Research; however, there are a number of
other sources of funding which also support the program. A 1list of the
currently active contracts and grants is given below.

Title: "Research on Fully Distributed Data Processing Systems"
Funding Agency: Office of Naval Research (ONR)

Contract Number: NO0OO14-79-C-0873

GIT Project No.: G36-643

Principle Investigator: Philip H. Enslow, Jr.

Title: "™Evaluation of Distributed Control Models"

Funding Agency: U.S. Air Force Rome Air Development Center (RADC)
Contract Number: F30602-78-C-0120

GIT Project No.: G36-654

Principle Investigator: Philip H. Enslow, Jr.

Title: "Foundations of Deterministic Scheduling of Processes for Parallel
Execution"
Funding Agency: National Science Foundation (NSF)
Contract Number: MCST77-28305
(Univ. of Wisc. subcontract number: 144-L729)
GIT Project Number: G36-630
Principle Investigator: Richard A. DeMillo

Title: "Theory of Systems of Asynchronous Parallel Processors®
Funding Agency: U.S. Army Research Office (ARO)

Contract Number: DAAG29-79-C-0155

GIT Project Number: G36-638

Principle Investigator: Nancy Lynch
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Title: "Support of MILPERCEN Data Storage Concept®

Funding Agency: U.S. Army Institute for Research in Management Information
and Computer Science (AIRMICS)

Contract Number: DAAKT0=79=-D=0087

GIT Project Number: G36-647

Principle Investigator: A.P. Jensen

2. ORGANIZATION AND STAFFING

Faculty

Davida, George--Professor

DeMillo, Richard A.--Associate Professor
Enslow, Philip H. Jr.--Professor
Griffeth, Nancy--Assistant Professor
Jensen, Alton P,--Professor

LeBlanc, Richard--Assistant Professor
Livesey, Jon--Assistant Professor

Lynch, Nancy--Associate Professor
Miller, Raymond--Professor

Staff

McDonell, Sharon--Senior Secretary
Myers, Jeanette--Research Scientist
Pinion, Nancy--Part-time Secretary
Mongiovi, Roy--Research Technologist I

Students

There are approximately 30 students working on various projects in the FDPS
Research Program., Of these, 12 are in the Ph.D. program and 5 are
preparing their MS Thesis on topies in FDPS.

3. CURRENT RESEARCH PROJECTS

The specific research projects have been organized into the major areas
identified in the basic program proposal.

A. Theoretical and Formal Studies

A.1 Models of Asynchronous Processors

A.2 Decomposition of Parallel Systems

A.3 Reliable Systems

A.Y4 Time Performance of Distributed Systems
A.5

A.6

Audit Algorithms
Ticket Systems
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A.7 Synchroncus Simulation

A.8 Distributed Resource Allocation

A.9 Theory of Distributed Databases

A.10 Arbiter Design

A.11 Shared Memory Bounds for Synchronization Problems
A.12 Mutual Exclusion

A.13 Adaptive Distributed Resource Allocation Algorithms
A.1% Using Complementary Distributed System Models

A.15 Probabilistic Algorithms in Distributed Systems
A.16 Stochastic Synchronization

A.17 Research Allocation in a Failure-Prone Environment

B. Physical Interconnection and Networking

B.1 Heterogeneous Networking
B.2 Local Networking in Fully Distributed Processing Systems

C. Distributed Operating Svstems

C.1 Decentralized and Distributed Control

C.2 Resource Allocation and Work Distribution in an FDPS

C.3 Fully Distributed Operating System -~ Initial Considerations
C.4 Local Operating System ’

C.5 Communications Support for Distributed Systems

C.7T FDOS - Preliminary Implementation Studies

D. Distributed Data Bases
D.1 Concurrency Control in Distributed Database Systems

D.2 Support of MILPERCEN Data Storage Concept
D.3 Implementation of the Audit Algorithm

E. Fault-Tolerance

F. Special Hardware to Support FDPS
G. Application of Distributed Processing

H. System Design Methodologies

H.1 FDPS Requirements Engineering Techniques
H.2 Coordinating Large Programming Projects

I. System Utilization

I.1 A Language for Distributed Programming
I.2 System Implementation Language Development
I.3 Experiments with a Distributed Compiler

.
.
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Je

M.

Securdity

J.1 Process Structures
J.2 System Security

System Management
Evaluation and Comparison

L.1 Simulation of Distributed Algorithms (Griffeth, Lynch)
L.2 Survivability

EDPS Testbed
M.1 Establishment of FDPS Testbed Facility

M.2 Remote Load Emulator
M.3 Fully Distributed Operating System Simulation Testbed

4. SUMMARY OF PROGRESS

A1

A2

A.3

A4

A5

Models of Asynchronous Processors (Lynch, Fischer)

No further progress anticipated. Project terminated.

Decomposition of Parallel Systems (Lynch, Fischer)

No significant progress to report.

Reliable Systems (Lynch, Fischer, Lamport)

No significant progress to report.

Time Performance of Distributed Systems (Lynch, Fischer, Lazowska,
Sch8nhage)

No significant progress to report.

Audit Algorithms (Griffeth, Fischer, Lynch)

The earlier bank audit algorithm has been generalized considerably to an
algorithm that returns a global state of a very general distributed system
(e.g. a distributed data base), without halting concurrent operations in
progress. The new general algorithm can be used for failure detection and
recovery in distributed systems , and consistency checking in data base
systems. It appears to be quite fast. The first draft of an invited
paper, "Global States of a Distributed System", was prepared for
presentation at the 1981 IEEE Conference on Distributed Software and Data
Bases.
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A.6 Ticket Systems (Fischer, Griffeth, Guibas, Lynch)
The paper, "Optimal Placement of Identical Resources in a Distributed
Network", was rewritten for the Paris Conference on Distributed Systems.
A.7 Synchronous Simulation (Lynch, Fischer, Arjomandi)

A paper, "A Difference in Efficiency Between Synchronous and Asynchronous
Systems", was written and submitted for presentation at the 1981 SIGACT
Conference.

A.8 Distributed Resource Allocation (Lynch)
The paper, “Fast Allocation of Nearby Resources in a Distributed System",
was revised for invited publication under the title, "Upper Bounds on

Static Resource Allocation in a Distributed System, in a special issue of

the Jourpal of Computer and System Sciences based on the 1980 SIGACT
Conference.

A,9 Theory of Distributed Databases (Lynch, Griffeth)

The Audit Algorithm (Project A.5) has been generalized to apply to very
general distributed data base systems. Discussions have been carried out
attempting to generalize the usual notion of ‘'serializability™ used for
correctness in data bases.

A.10 Arbiter Design (Lynch, Griffeth, Sch8nhage, Fiacher)

No significant progress to report.

A.11 Shared Memory Bounds for Synchronization Problems (Buras, Lynch)

No further progress anticipated. Project terminated.

A, 12 Mutual Exclusion (Burns, Lynch)

This Project was completed with the publication of a Ph.D. Thesis by
J. Burns,

A.13 Adaptive Distributed Resource Allocation Algorithms (Ghoudjehbaklou,
Lynch)

No further progress anticipated. Project terminated.
A.14 Using Complementary Distributed System Models (Lynch, Rounds, Miller)

No significant progress to report.
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A.15 Probabilistic Algorithms in Distributed Systems (Lynch, Arjomandi,

Fischer)

No significant progress to report.

A.16 Stochastic Synchronization (DeMillo, Miller, Lipton)

The work in Stochastic Synchronization has been brought to publication
with an article, "Stochastic Synchronization”™., This paper reports results
of simulations to support analytic results.

A.17 Resource Alloecation in a Failure-Prone Environment (Fischer, Lynch,

B.1

B.2

C.1

c.2

Burns, Borodin)

Revision of a paper, "Resource Allocation with Immunity to Limited Process
Failure", is being carried out for journal publication.

Heterogeneous Networking

Initial task completed. No further work in this area during this quarter.
Project terminated.

Local Networking in FDPSs (Enslow)

Work during this period has been focused on the control and software
problems of the local network that has been installed. Emphasis is being
placed on software and system reliability as well as the incorporation of
important features such as a network name server.

Decentralized and Distributed Control (Enslow, LeBlanc, Saponas)

The first task under this project, identification and definition of models
of distributed control, was completed with the publication of the final
report. Work on the second task, evaluation of these models, is
proceeding.

Resource Allocation and Work Distribution in an FDPS (Enslow, Sharp)

A draft of a paper entitled, "An 1Initial Examination of Resource
Management and Work Distribution in a Fully Distributed Processing
System", was completed and is expected to be published as a technical
report in the near future. A draft version of a proposal for a simulation
experiment to measure the performance of work distribution algorithms in
fully distributed systems was completed. The proposal will also be
published as a technical report.
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C.3

C.4

C.5

FDOS - Initial Considerations (Enslow, Livesey, LeBlanc, Akin, Flinn,
Forsyth, Fukuoka, Maccabe, Myers, Pitts, Saponas, Skowbo, Spafford)

Many of the initial considerations for the design and implementation of a
Fully Distributed Operating System have appeared under other projects,
primarily C.1, C.2, and C.4. The local operating system, Project C.4, has
been designed to support alternative implementations of distributed
operating system concepts. Project C.3, as well as Project C.7, will be
terminated this quarter with the conclusion that our efforts are best
directed towards the implementation of a local operating system that will
provide a real testing environment for distributed operating system
concepts,

Local Operating System (Livesey, LeBlane, Spafford, Myers, Flinn, Forsyth,
Fox, Fukuoka, Greene, Hopkins, Mongiovi, Pitts)

A preliminary design is complete and we are in the process of expanding
this design, top-down, to the coding 1level. In anticipation of
implementing an LOS on the PRIMEs, a special class, ICS 8113-F, "The
Organization, Architecture, and Programming of PRIME Computers", was
offered this quarter by a member of the Local Operating System team.
Also, in conjunction with this project, ICS 8113-L, a seminar on
distributed operating system concepts, was offered.

Communications Support for Distributed Systems (Enslow, Skowbo, Wice)

At the commencement of the Sixth Quarter, three subtasks for this project

had been identified:

1. Development and evaluation of a highly distributed routing algorithm
for a message-switching network.

2. Completion of an enhanced Interprocess Communication Simulator to
support communication research, particularly the evaluation phase of
the third subtask.

3. Development and evaluation of a highly selective acknowledgement
protocol for error control in fully distributed systems and other
computer networks requiring improved throughput on high-speed,
long-delay satellite links.

The first subtask has been abandoned for several reasons:

1. The physically tight coupling of the current hardware configuration in
the Computer Lab would not permit a direct evaluation of routing
methods, since communication between processors is constrained to
follow a single fixed path, and there are no plans to change this
configuration in the near future.

2. The development of software for a completely operational communication
subsystem or its simulation is well beyond the 1limitations of this
project.

3. Details of the proposed implementation reveal unforeseen operational
difficulties which would largely negate the expected benefits of this
algorithm, particularly in comparison with currently available
alternatives which are more centralized and tightly-coupled, but highly
adaptive and refined by years of operational experience.

Page =-T7=-



GIT FDPS Research Program Quarterly Prog Report 6

C.7

D.1

D.2

D.3

H.1

The second subtask is very near completion, however, 1its exact status
cannot be determined, pending a demonstration, evaluation, and final
report in the form of a Masters Thesis by Mr. Wice. (Mr. Wice has left
Georgla Tech for full-time employment. He anticipates completion of his
thesis during the next quarter.)

The highly selective acknowledgement protocol has been described in some
detail with a plan for undertaking its evaluation; however, further
progress on this third subtask has been deferred, pending a more thorough
study of the communications support required by fully distributed
processing systems.

FDOS - Preliminary Implementation Studies (Myers, Enslow)

This project has been terminated as described above in the progress report
on Project C.3.

Concurrency Control in Distributed Database Systems (Griffeth, Livesey,'
Lynch)

A model of a distributed database system has been developed for use in
simulating distributed concurrency control algorithms. Design of the
simulation is in progress.

Support of MILPERCEN Data Storage Concept (Jensen, Doyle, Gehl, Bingham)

This quarter's work included typing of the transcript of the workshop,
"Implications of Data Base Technology for Human Resource Information
Management®, held in October, 1980. The transcript was sent to the
workshop attendees for review and for approval concerning the basic ideas
put forth at the workshop. Secondly, initial work was begun in reviewing
the literature of data base technology from the perspectives of design,
performance, data communications, and evaluation of data bases. Third,
the project staff was invited on January 16, 1981 by AIRMICS to an IBM
General Systems presentation on data base standards, IMS products and
systems, and the data base environment. Fourth, the writing of the final
project report was begun and is continuing.

Implementation of the Audit Algorithm (Griffeth, Livesey, Lynch)
An investigation of block allocation by the Series/1 file management

system is in progress, for a test implementation of the audit algorithm.

FDPS Requirements Engineering Techniques (Underwood, Corley)

No further progress anticipated. Project terminated.
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H.2

I.1

I.2

I.3

Jda1

d.2

L.1

Coordinating Large Programming Projects (Enslow, Smith)

The initial formulation of the model of the communcation process in the
development of large software systems has been completed. The model is
rniow undergoing refinement and amplification.,

A Language for Distributed Programming (LeBlanc, Maccabe, Hardin)

Design work has continued during this quarter and some implementation work
has started. A paper was presented at the Louisiana Computer Exposition,
providing some useful interaction with other researchers in this area.

System Implementation Language Development (LeBlanc, Akin)

The code generator has been completely designed. Implementation will
start in the near future,

Experiments with a Distributed Compiler (LeBlanc, Moore)

Moore is currently writing his M.S. thesis describing this work.

Process Structures (DeMillo, Lipton, Miller)

We have been preparing a book-length treatment of cryptographic protocols
for publication in late 1981. As part of this project a large number of
protocols suited to distributed systems have been identified and potential
lines of compromise explored. We have also identified several new
algorithms for  examination. Theoretical research has centered on
quantitative measures of system security .

System Security (Livesey, Davida, DeMillo)

Operating systems security is a relatively new area. Harrison, Ruzzo, and
Ullman have shown that the safety question for operating systems is
undecidable. However, practical design issues require that new approaches
to secure operating systems be developed. Davida, DeMillo, and Lipton
have introduced a new architecture that implements the "star" property for
multilevel secure operating systems. The approach differs from that of
other designs which rely on verification techniques to implement a secure
kernel,

A paper is being written in which we present a new architecture that

achieves security in a timeshared operating system. This is a very
important class of operating systems since they are widely used.

Simulation of Distributed Algorithms (Griffeth, Lynch)

The ticket simulation program has been transferred to the PRIME and is
being tested there. A graphical display of the simulated allocation of
tickets has been developed.
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L.2 Survivability (DeMillo, Martin)

This Project was completed with the publication of a Ph,D. Thesis by
E. Martin on experimental aspects of survivability in distributed systems.
A central result of this thesis was a factor analysis of approximately
300,000 data points to identify key parameters which influence system
survivability.

M.1 Establishment of FDPS Testbed Facility (Myers, Fox)

4 high-level 1language interface to PRIMENET's X.25 subroutines has been
implemented. This interface allows asynchronously running programs to
communicate using send and receive primitives.

M.2 Remote Load Emulator (Myers, Enslow, Forsyth)

No significant progress to report.

M.3 FDOS Simulation Testbed (LeBlanc, Hopkins, Myers)

The simulator is near completion. Some tailoring is being done to
accommodate Project C.2, which will soon require this simulator.

5. IRAVEL RELATED IO IHE FDPS PROGRAM

Date of Trip: 15-1T7 December, 1980

Individual(s) Traveling: Richard LeBlanc & Nancy Lynch

Itinerary: Fallbrook, California

Purpose: Attend a workshop on fundamental issues in distributed computing

Date of Trip: 3-5 January, 1981

Individual(s) Traveling: Richard DeMillo

Itinerary: San Francisco, California

Purpose: Present invited talk at annual meeting of American Mathematical
Society

Date of Trip: 9-10 February, 1981
Individual(s) Iraveling: Philip H. Enslow, Jr.
Itinerary: Virginia Polytechnic Institute and State University, Blacksburg,

Virginia
Contact: Roger Ehrich
Purpose: Present talk on FDPS Program to faculty and students

Date of Trip: 26-27 February, 1981
Individual(s) Traveling: Richard LeBlanc

Itinerary: Lafayette, Louisiana
Purpose: Present a paper at the Louisiana Computer Exposition
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6.

Te

JISITORS

Dates of ¥Visit: 10-13 January, 1981

Yisitor: Mike Fischer

Contact: Nancy Lynch & Nancy Griffeth

Purpose: Work on Project A.5 and participate in the Ph.D., Dissertation
Defense of J. Burns.

PUBLICATIONS

Author(s): N. Lynch

Title: Fast Allocation of Nearby Resources in a Distributed System
ITvype: Conference paper

Status: Published

Publ. Date: May, 1980

Author(s): P.H. Enslow, Jr.

Title: Quarterly Progress Report - Number 5
Iype: Quarterly Progress Report

Status: Published

Publ. Date: December, 1980

Author(s): E.W. Martin

Title: Survivability in Gracefully Degrading Computer Systems.
Type: Ph.D. Thesis

Status: Published

Publ. Date: January, 1981

Author(s): R.A. DeMillo
Title: Cryptographic Protocols
Type: Conference paper
Status: Published

Publ. Date: January, 1981

Author(s): J. Burns

Title: Complexity of Communication among Asynchronous Parallel Processes
Type: Ph.D. Thesis

Status: Published

Publ. Date: 12 January, 1981

Author(g): P.H. Enslow, Jr. & T.G. Saponas

Title: Distributed and Decentralized Control in Fully Distributed Processing
Systems - A Survey of Applicable Models

Type: Final Technical Report

GIT Number: GIT-ICS-81/02

Status: Published

Publ. Date: February, 1981
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Author(s): R.J. LeBlanc

Title: Communication and Control Abstractions in a Programming Language for
Fully Distributed Systems

Ivpe: Conference paper

Status: Published in Proceedings of the Third Annual Louisiana Computer
Exposition

Publ. Date: February, 1981

Author(s): R.J. LeBlanc & A.B. Maccabe

Title: P+D: Language Features for Distributed Programming
Type: Technical Report

Status: In preparation

Publ. Date: March, 1981

Author(s): R.A. DeMillo, R. Lipton, & R. Miller
Title: Stochastic Synchronization

Type: Conference paper

Status: Submitted for publication

Publ. Date: March, 1981

Author(s): G. Davida, R. DeMillo, & R. Lipton

Title: Achieving Multilevel Security Through Distributed Systems
Type: Conference paper

Status: Submitted for publication

Publ. Date: April, 1981

Author(s): M. Fischer, N. Griffeth, L. Guibas, & N. Lynch

Title: Optimal Placement of Identical Resources in a Distributed Network
Type: Conference paper

Status: Accepted by Paris Conference on Distributed Systems

Publ. Date: April, 1981

Author(s): E. Arjomandi, M. Fischer, & N. Lynch

Title: A Difference in Efficiency Between Synchronous and Asynchronous
Systems

Type: Conference paper

Status: Accepted by 1981 SIGACT Conference

Publ. Date: May, 1981

Author(s): M. Fischer, N. Griffeth, & N. Lynch

Title: Global States of a Distributed System

Type: Conference paper

Status: Invited by 1981 IEEE Conference on Distributed Software and Data
Bases

Publ. Date: July, 1981

Author(s): N. Lynch

Title: Upper Bounds on Static Resource Allocation in a Distributed System
Type: Journal paper

Status: Invited, revised, and submitted to Journal of Computer and System
Sciences

Author(s): M. Fischer, N. Lynch, J. Burns, & A. Borodin

Title: Resource Allocation with Immunity to Limited Process Failure
Type: Conference paper

Status: Revision in preparation
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I

I.2

1.3

Je1

Jd.2

Le1

A Language for Distributed Programming (LeBlanc, Maccabe)

Design and implementation work continued this quarter. A technical report
was published and a presentation on our work was given during a visit to
the Siemens Research Laboratories in Munich.

System Implementation Language Development (LeBlanc, Akin)

No progress during this quarter. Work by Akin will resume during the next
quarter.

Experiments with a Distributed Compiler (LeBlanc, Moore)

A M.,S. Thesis by Moore has been completed. Work on refining and extending
these experiments may begin during the next quarter.

Process Structures (DeMillo, Lipton, Miller)

We have isolated a class of cryptographic problems and are working on a
model of cryptographic protocols. The intent of this model is to allow
precise formulation of problems of the following type:

There is no protocol built on a cryptosystem of type x that =satisfies
the property D.

The protocols that are allowed can be both deterministic and
probabilistic. To date, a number of protocol problems have been
translated into the model.

System Security (Livesey, Davida, DeMillo)

A paper by Livesey and Davida, "An Architecture to Support Secure
Operating Systems", was presented at the Second Symposium on Security and
Privacy.

Simulation of Distributed Algorithms (Griffeth, Lynch)

The graphics for the ticket system simulation have been completed. Also,
the simulation experiments have proved to be consistent with the
"monotonicity" hypothesis for the ticket system algorithm., The hypothesis
states that the expected response time increases monotonically with the
interarrival time.

Work is in progress on the development of new algorithms for the ticket
system, It 1is expected that any reasonable algorithm will obey the
monotonicity property. The cost of two other properties, fairness and the
absence of starvation, will also be studied.
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5. IRAVEL RELATED TO IHE FDPS PROGRAM

Date of Trip: 6-11 April, 1981
Individual(s) Traveling: Richard LeBlanc

Itinerary: Paris, France
Purpose: Attend Second International Conference on Distributed Computing
Systems.

Date of Trip: 6-11 April, 1981

Individual(s) Traveling: Nancy Griffeth

Itinerary: Paris, France

Purpose: Present paper, "Optimal Placement of Identical Resources in a
Distributed System", at the Second International Conference on Distributed
Systems,

Date of Irip: 9-13 April, 1981

Individual(s) Traveling: Nancy Lynch

Itinerary: Milwaukee, Wisconsin

Purpose: Attend 1981 SIGACT Conference (paper presented by coauthor,
Arjomandi).

Date of Trip: 2-15 April, 1981

Individual(s) Traveling: Richard LeBlanc
Itinerary: Munich, West Germany

Contact: Anton Sauer

Purpose: Visit Siemens Research Laboratories.

Date of Trip: 20 April, 1981

Individual(s) Iraveling: Jon Livesey

Itinerapry: Oakland, California

Purpose: Present paper, "An Architecture to Support Secure Operating
Systems", at the Second Symposium on Security and Privacy

Date of Trip: 30 April - 3 May, 1981
Individual(s) Traveling: Philip Enslow

Itinerary: Las Vegas, Nevada
Purpose: Present talk on the status of distributed processing at

Interface '81.

Date of Trip: 18-20 May, 1981

Individual(s) Iraveling: Philip Enslow

Itinerary: San Diego, California

Purpose: Present talk on Distributed Computing Systems at Naval Ocean Systems
Center.

Date of Trip: 21-22 May, 1981

Individual(s) Iraveling: Philip Enslow

Itinerary: Wrightville Beach, North Carolina

Purpose: Participate in Army Workshop on Research Directions for Multi-Micro
Computers,

Date of Trip: 27 May, 1981
Individual(s) Traveling: Philip Enslow and Jon Livesey
tinerary: Hampton, Virginia
Purpose: Explore applications of FDPS in avionies at NASA, Langley AFB.
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Author(s): N. Lynch
Title: Upper Bounds on Static Resource Allocation in a Distributed System
Type: dJournal Paper

Status: Accepted by the Journal of Computer and System Sciences.
Publ. Date: To be determined
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1. INTRODUCTION

This 1is the Eighth Quarterly Progress Report prepared covering the Georgia
Tech Research Program in Fully Distributed Processing Systems (FDPS).

a.

b.

Program Description.

The Georgia Tech Research Program in Fully Distributed Processing Systems
is a comprehensive investigation of data processing systems in which both
the physical and logical components are extremely loosely coupled while
operating with a high degree of control autonomy at the component level,
The definition of the specific class of multiple computer systems being
investigated, and the operational characteristics and features of those
systems is motivated by the desire to advance the state-of-the-art for that
class of systems that will deliver a high proportion of the benefits
currently being claimed for distributed processing systems. The scope of
individual topics being investigated under this program ranges from formal
modeling and theoretical studies to empirical examinations of prototype
systems and simulation models. Also included within the scope of the
program are areas such as the utilization of FDPS's and their interaction
with management operations and structure.

Program Support.

The principle support for the program is a Selected Research Opportunity
contract from the Office of Naval Research; however, there are a number of
other sources of funding which also support the program, A 1list of the
currently active contracts and grants is given below.

Title: "Research on Fully Distributed Data Processing Systems"
Funding Agency: Office of Naval Research (ONR)

Contract Number: NO0014-T79-C-0873

GIT Project No.: G36-643/336

Principle Investigator: Philip H. Enslow, Jr.

Title: "Evaluation of Distributed Control Models"

Funding Agency: U.S. Air Force Rome Air Development Center (RADC)
Contract Number: F30602-78-C-0120

GIT Project No.: G36-654

Principle Investigator: Philip H. Enslow, Jr.

Title: "Systenm Support Capabilities for Fully-Distributed /
Loosely-Coupled Processing Systems"®

Funding Agency: U.S. Air Force Rome Air Development Center (RADC)

Contract Number: F30602-81-C-0249

GIT Project No.: G36-659

Principle Investigator: Philip H. Enslow, Jr.

Title: "Theory of Systems of Asynchronous Parallel Processors"
Funding Agency: U.S. Army Research O0ffice (ARO)

Contract Number: DAAG29-T79-C-0155

GIT Project Number: G36-638/332

Principle Investigator: Nancy A. Lynch
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Title: "Support of MILPERCEN Data Storage Concept"

Funding Agency: U.S. Army Institute for Research in Management Information
and Computer Science (AIRMICS)

Contract Number: DAAK70~-79~-D-0087

GIT Project Number: G36-647

Principle Investigator: Alton P. Jensen

Title: "Complexity and Computability for Distributed Data Bases"
Funding Agency: National Science Foundation (NSF)

Contract Number: MCS-7924370

GIT Project Number: G36-~652/340

Principle Investigator: Nancy A. Lynch

2. ORGANIZATION AND STAFFING

Fagulty

DeMillo, Richard A, - Professor

Enslow, Philip H. Jr. - Professor
Griffeth, Nancy - Assistant Professor
Jensen, Alton P, - Professor

LeBlanc, Richard -~ Assistant Professor
Livesey, Jon - Assistant Professor
Lynch, Nancy A. - Associate Professor
Miller, Raymond ~ Professor

Underwood, William - Assistant Professor

Staff

McDonell, Sharon - Senior Secretary
Myers, Jeanette - Research Scientist
Pinion, Nancy - Part-time Secretary
Mongiovi, Roy ~ Research Technologist I

Students

There are approximately 30 students working on various projects in the FDPS
Research Program. Of these, 12 are 1in the Ph.D. program, and 5 are
preparing their M.S. Thesis on topies in FDPS.
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GIT FDPS Research Program Quarterly Prog Report 8

3. CURRENT RESEARCH PROJECTS

The

specific research projects have been organized into the major areas

identified in the basic program proposal,

A,

c.

D.

E.

F.

Iheoretical and Formal Studies

Decomposition of Parallel Systems

Reliable Systems

Time Performance of Distributed Systems

Audit Algorithms

Ticket Systems

Synchronous Simulation

Distributed Resource Allocation

Theory of Distributed Databases
0 Arbiter Design
4 Using Complementary Distributed System Models
+ 15 Probabilistic Algorithms in Distributed Systems
.16 Stochastic Synchronization
« 17T Research Allocation in a Failure-Prone Environment
.18 Multilevel Atomicity

- =D~ OWUV W

Physical Interconnection and Networking

B.2 Local Networking in Fully Distributed Processing Systems

C.1 Decentralized and Distributed Control

C.2 Resource Allocation and Work Distribution in an FDPS
C.4 Local Operating System

C.5 Communications Support for Distributed Systems

C.8 Distributed Software Tools

C.9 Command Languages in an FDPS

Distributed Data Bases

D.1 Concurrency Control in Distributed Database Systems
D.2 Support of MILPERCEN Data Storage Concept
D.3 Implementation of the Audit Algorithm

Fault-Tolerance

sSpeclal Hardware to Support FDPS

Application of Distributed Processing

Page -3~
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H.

I.

Jd.

K.

L.

M,

System Degign Methodologles

H.2 Coordinating Large Programming Projects

System Utilization
. Language for Distributed Programming

I.1A
I.2 System Implementation Language Development
I.3 Experiments with a Distributed Compiler

Security

J.1 Process Structures
J.2 System Security

System Management

Evaluation and Comparison

L.1 Simulation of Distributed Algorithms (Griffeth, Lynch)

EDRPS Testbed

M.1 Establishment of FDPS Testbed Facility
M.2 Remote Load Emulator
M.3 Fully Distributed Operating System Simulation Testbed

4. SUMMARY OF PROGRESS

A.2

A.3

A.n

Decomposition of Parallel Systems (Lynch, Fischer)

No significant progress to report,

Reliable Systems (Lynch, Fischer, Lamport, Merritt)
A paper, "A Lower Bound on Time to Achieve Interactive Consistency", was
written, describing lower bound results for number of rounds to solve the

Byzantine Generals problem, Mike Merritt generalized the result to an
environment allowing authenticated communication.

Time Performance of Distributed Systems (Lynch, Fischer, Lazowska,

Sché&nhage)

No significant progress to report.

Page =l-
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A5

A.6

AT

A.8

A.9

Audit Algorithms (Griffeth, Fischer, Lynch)

Conditions under which the audit can be significantly optimized were
identified. These are: (1) transactions visit the same sites regardless
of the interleaving of transactions, and (2) transactions access the same
data-items regardless of the interleaving of transactions. Complexity
analysis for the normal case and these two special cases was done.

A paper, "Global States of a Distributed System", was presented,
describing the general checkpoint algorithm. The paper was invited for
submission to the special issue of TOSE based on the conference, and has
been submitted. It is also being recast in database terms for submission
to TODS, including some new results on complexity analysis.

Ticket Systems (Fischer, Griffeth, Guibas, Lynch)

A new algorithm was devised for dynamic tree-balancing when ticket returns
are allowed. The tickets are moved from one location to another i1in the
tree using a heuristic which is similar to the heuristic for buyers. In
the case of tickets, a ticket is sent out in some direction if that
direction 1is "deficient™ in tickets according to a local estimate.

The ticket system simulation was modified to use a regenerative approach
to the choice of epochs. This eliminates dependencies of results on
behavior preceeding or following the epoch. It also simplifies the
statistical inference methods required to assess the accuracy.

New results have been obtained generalizing the previous analysis of
sequential resource allocation and general (interfering) resource
allocation. Results are currently being written up in a paper, "Expected
Time Analysis of a Distributed Resource-Allocation Algorithm".

Synchronous Simulation (Lynch, Fischer, Arjomandi)

A paper, "A Difference in Efficiency between Synchronous and Asynchronous
Systems", has been rewritten from the conference version for journal
submission.

Diatributed Resource Allocation (Lynch)

This project has been completed.

Theory of Distributed Databases (Lynch, Griffeth)
Discussions were begun attempting to integrate ideas about multilevel
atomicity of transactions, multilevel data structuring, and multilevel

consistency constraints in databases. Some ideas for concurrency control
designs were also discussed.
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A.10 Arbiter Design (Lynch, Griffeth, Sch8nhage, Fischer)

No significant progress to report.

A.14 Using Complementary Distributed System Models (Lynch, Rounds, R. Miller)

No significant progress to report.

A.15 Probabilistic Algorithms 1in Distributed Systems (Lynch, Arjomandi,

Fischer)

No further progress anticipated. Project completed.

A.16 Stochastic Synchronization (DeMillo, R. Miller, Lipton)

No significant progress to report,

A.17 Resource Allocation in a Failure~Prone BEnvironment (Fischer, Lynch,

Burns, Borodin)

No significant progress to report.

A.18 Multilevel Atomicity (Lynch)

B.2

C.1

c.2

The paper, "Multilevel Atomicity: A new Correctness C(Criterion for
Distributed Databases", was written and submitted for journal publication.,
It contains a preliminary proposal for a systematic way in which one might
weaken the usual "serializability" definition for transactions, in order
to obtain increased concurrency.

Local Networking in FDPSs (Enslow)

A report on initial work in this area has been prepared.

Decentralized and Distributed Control (Bnslow, LeBlane, Saponas)

The second phase of this project was completed on 30 June 1981. A final
report entitled, "Performance of Distributed and Decentralized Control
Models for Fully Distributed Processing Systems -~ Initial Simulation
Studies™, has been completed and submitted to the sponsors for review.
Final publication of this report is pending the reception of sponsor's
approval, Meanwhile, further simulation experiments which were suggested
by the previous work are being conducted.

Resource Allocation and Work Distribution in an FDPS (Enslow, Sharp)
Evaluation of models of work distribution and resource allocation will be

done by means of simulation., Work this quarter consisted of coding three
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C.%

C.5

C.8

C.9

RAWD algorithms in PASCAL for inclusion in the simulator used in Project
C.1, thoroughly testing each of the three algorithms, and preparing data
to be used as input to the simulation experiment.

Local Operating System (Livesey, LeBlanc, Spafford, Myers, Fukuoka, Pitts)

Further work has taken place in dinvestigations into appropriate Local
Operating Systens structures., A report has been written on the
meta~system (PRIMOS) approach.

The members of this project have been working on Distributed Software
Tools, Project C.8. Previous work done for this project, especially the
exploration of methods of adapting the PRIMOS operating system to act as a
LOS prototype, is providing design and implementation support for the DSWT
project.

Communications Support for Distributed Systems (Enslow, Skowbo)

The working draft of a project proposal has been prepared and is being
expanded as a result of continuing efforts to identify and describe
communications requirements for fully distributed processing systems, The
fundamental importance of broadcast services to support distributed
application processes has prompted a comprehensive investigation of
transmission hardware, network topologies, and the access and control
procedures to support these services, For long~haul networks, satellites
continue to dominate the picture. Several local-area network technologies
are being studied and compared in light of their unique advantages and
limitations for locally distributed processing.

Distributed Software Tools (Myers, Livesey, Hopkins, Lee, McGraw, Fox)

Work continues on the Distributed Software Tools Project initiated last
quarter. The first phase of design and implementation of DSWT involves
creating a mechanism for remote process execution. This capability will
serve as a tool that can be used to write many network applications as
small command language programs, For example, a distributed mail facility
could implement local mail facilities on each node of the network and
direct that mail to the user's terminal with the command, ™mail;
maill@gt.b; mailégt.c", assuming that the user is connected to gt.a and
that gt.b and gt.c are the only other nodes in the network where mail can
be stored for the user, As of now, DSWT consists of five components which
are in various stages of completion: the DSWT command interpreter, server
processes called hosts which are responsible for initiating remote process
execution, remote I/0 processes which serve as interfaces between the
local user and a remote process, a network file system, and a message
passing facility.

Command Languages in an FDPS (Badre, Myers, Greene)
This project, initiated this quarter, is divided into two subprojects.

The first has as its objective the design of a "friendly" command language
suitable for a distributed environment. Work this quarter has been
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D.1

D.,2

D.3

H.2

I.1

I.2

devoted to the collection and review of the avallable literature on
command languages.

The second subproject, scheduled to begin next quarter, will attempt to
determine if multiple command languages can and should be made avallable
in an FDPS. It will also explore various ways in which multiple command
languages can be integrated in a network to provide some (perhaps all) of
the claimed benefits of an FDPS.

Conourrency Control in Distributed Database Systems (Griffeth, Livesey,
Lynch)

Experiments were designed for studying concurrency control algorithms on
the simulation tool developed for Project L.1, For this purpose, four
parameters were identified: (1) method of guaranteeing consistency,
(2) method of conflict resolution, (3) locus of control, and
(4) management of deadlocks. Ten significant experiments were identified,

Support of MILPERCEN Data Storage Concept (Jensen, Doyle, Gehl, Bingham)

The final report has been written and is being prepared for publication.

Implementation of the Audit Algorithm (Griffeth, Livesey, Lynch)

No significant progress to report.

Coordinating Large Programming Projeats (Enslow, Underwood, Smith)

Major research activities this quarter included investigation of large
software development as problem-solving and as design activity. Papers
were written on both topiles. A major paper detailing proposed future
research was completed by the end of the quarter.

A Language for Distributed Programming (LeBlanc, Maccabe)

Design work has been completed. An implementation using a number of
compiler development tools, including the code generator developed under
Project I.2, 1s currently in progress. A paper was prepared for
submission to the Symposium on Principles of Programming Languages.

System Implementation Language Development (LeBlanc, Akin)

Allen Akin has completed his M,S, thesis work on the development of a
reusable code generator for our PRIME Computers., This tool will enable us
to build compilers which generate high-quality code without developing a
customized code generator for each one. The code generator is currently
belng tested by about 20 students in a compiler class and extensions will
be planned based on their experiences.
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1.3

J.1

J.2

L.1

M.1

M.2

M.3

Experiments with a Distributed Compiler (LeBlanc, J. Miller)

John Miller 1is currently working on refinements of the experiments
previously conducted as part of this project.

Process Structures (DeMillo, Lipton, R. Miller, Merritt, Thomas)

Michael Merritt and Barbara Smith Thomas are currently studying the
application of cryptographic techniques to supply utilities in a
distributed system. Recent results have centered around providing secure
communications.

System Security (Livesey, Davida, DeMillo)

Further studies are being carried out into an architecture to support
secure multiprogramming.

Simulation of Distributed Algorithms (Griffeth, Lynch)

The design and specification of a simulation tool for distributed database
systems was completed. The tool was designed to be wusable for general
distributed algorithms also. Details can be found in the technical
report.

Establishment of FDPS Teatbed Facility (Myers, Mongiovi, Pitts, Fox)

The Distributed Software Tools (DSWT) Project initiated under this project
number last qQuarter is now Project C.8. Although DSWT will enhance the
testbed facility by providing users with a distributed subsystem and an
extended capability for running concurrent programs, it was decided that
it belonged in the Distributed Operating Systems effort since it is
essentially a Network Operating System implemented on top of several local
operating systems.

Remote Load Emulator (Myers, Enslow, Forsyth)

This project has been completed this quarter. The emulator and a user's
guide are now available, Near term plans for the emulator involve
performance testing for DSWT, Project C.8, and the local network,
Project B.2.

FDOS Simulation Testbed (LeBlanc, Saponas, Myers)

The simulator is complete and has been used to validate the control models
developed in Project C.1.
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5.

6.

7.

IRAVEL RELATED IO THE FDPS PROGRAM

Date of Trip: July, 1981 - August, 1982
Individual(s) Iraveling: N. Lynch
Itinerary: Cambridge, Massachusetts
Purpose: On leave at MIT.

Date of Trip: 20-23 July, 1981

Individual(s) Iraveling: N. Griffeth, N. Lynch

Itinerary: Pittsburg, Pennsylvania

Purpose: Attend IEEE Conference on Reliability in Distributed Software and
Databases, and present paper, "Global States of a Distributed System".

Date of Trip: 3-T7 August, 1981

Individual(s) Iraveling: R. LeBlanc

Itinerary: Santa Cruz, California

Purpose: Attend a course in Functional Programming at the Institute in
Computer Science at the University of California at Santa Cruz.

Date of Trip: 26-28 August, 1981

Individual(s) Traveling: R. DeMillo, M. Merritt
tinerary: Santa Barbara, California

Purpose: Attend CRYPTO '81 Symposium.

Date of Trip: 30 August - U September, 1981

Individual(s) Traveling: N. Griffeth

Itinerary: Boston, Massachusetts (MIT)

Contact: N. Lynch

Purpose: Develop distributed algorithms for ticket systems and discuss
further work on performance studies of ticket systems.

MISITORS

(no visitors to report for this quarter)

PUBLICATIONS

Author(s): A. Akin

Title: V-mode Code Generator User's Guide
Type: 1internal document

Status: printed

Publ. Date: June, 1981
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Author(s): M. Fischer, N. Griffeth, and N. Lynch

Title: Global States of a Distributed System

Iype: conference paper

Status: Presented at 1981 IEEE Conference on Distributed Software and
Databases. Invited and submitted for publication in special issue of TOSE
based on this conference, Database version in preparation for submission to
TODS.

Publ. Date: July 21, 1981

Author(s): N. Griffeth

Title: A Simulation Tool for Distributed Database Systems
Iype: technical report

Status: published

GIT Number: GIT-ICS-81/15

Publ. Date: August, 1981

Author(s): A, Akin

ITitle: A Reusable Code Generator for PRIME 50-series Computers
Ivpe: M.S. Thesis

Status: being printed

GIT Number: GIT-ICS-81/16

Publ. Date: August, 1981

Author(s): D. Forsyth

Title: A Remote Terminal Emulator for PR1ME Computers
TIype: technical report

Status: being printed

GIT Number: GIT-ICS-81/12

Publ. Date: August, 1981

Author(s): D. Forsyth

Title: User's Guide for the PRIME Remote Terminal Emulator
Iype: internal document

Status: printed

Publ. Date: August, 1981

Author(s): A.B., Maccabe and R.J. LeBlanc

Title: Communication Features for Distributed Computing Environments

Type: conference paper 1
Status: submitted to the Symposium on Principles of Programming Languages

Author(s): N. Lynch

Title: Multilevel Atomicity: A New Correctness Criterion for Distributed
Databases.

Iype: Jjournal paper

Status: submitted for publication
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1. INTRODUCTION

This is the Ninth Quarterly Progress Report prepared covering the Georgia Tech
Research Program in Fully Distributed Processing Systems (FDPS).

a.

Program Description.

The Georgia Tech Research Program in Fully Distributed Processing Systems
is a comprehensive investigation of data processing systems in which both
the physical and 1logical components are extremely loosely coupled while
operating with a high degree of control autonomy at the component level.
The definition of the specific class of multiple computer systems being
investigated, and the operational characteristics and features of those
systems is motivated by the desire to advance the state-of-the-art for that
class of systems that will deliver a high proportion of the benefits
currently being claimed for distributed processing systems. The scope of
individual topics being investigated under this program ranges from formal
modeling and theoretical studies to empirical examinations of prototype
systems and simulation models. Also included within the scope of the
program are areas such as the utilization of FDPS's and their interaction
with management operations and structure.

Program Support.

The principle support for the program is a Selected Research Opportunity
contract from the Office of Naval Research; however, there are a number of
other sources of funding which also support the program. A list of the
currently active contracts and grants is given below.

Title: T"Research on Fully Distributed Data Processing Systems"
Funding Agency: Office of Naval Research (ONR)

Contract Number: NOOO14~79-C-0873

GIT Project No.: G36-643/336

Principle Investigator: Philip H. Enslow, Jr.

Title: "Evaluation of Distributed Control Models"

Funding Agency: U.S. Air Force Rome Air Development Center (RADC)
Contract Number: F30602-78~C-0120

GIT Project No.: G36-654

Principle Investigator: Philip H. Enslow, Jr.

Title: *"System Support Capabilities for Fully-Distributed /
Loosely-Coupled Processing Systems"

Funding Agency: U.S. Air Force Rome Air Development Center (RADC)

Contract Number: F30602-81-C~0249

GIT Project No.: G36-659

Principle Investigator: Philip H. Enslow, Jr.

Title: "®Theory of Systems of Asynchronous Parallel Processors"
Funding Agency: U.S. Army Research Office (ARO)

Contract Number: DAAG29-79-C-0155

GIT Project Number: G36-638/332

Principle Investigator: Nancy A. Lynch
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Title: "Support of MILPERCEN Data Storage Concept"

Funding Agency: U.S. Army Institute for Research in Management Information
and Computer Science (AIRMICS)

Contract Number: DAAKT0-79-D-0087

GIT Project Number: G36-647

Principle Investigator: Alton P. Jensen

Title: ™Complexity and Computability for Distributed Data Bases"
Funding Agency: National Science Foundation (NSF)

Contract Number: MCS=7924370

GIT Project Number: G36-652/340

Principle Investigator: Nancy A. Lynch

2. ORGANIZATION AND STAFFING

Faculty

DeMillo, Richard A, - Professor

Enslow, Philip H. Jr. = Professor
Griffeth, Nancy -~ Assistant Professor
Jensen, Alton P. - Professor

LeBlanc, Richard - Assistant Professor
Livesey, Jon - Assistant Professor
Lynch, Nancy A. - Associate Professor
Miller, Raymond - Professor

Underwood, William - Assistant Professor

Staff

McDonell, Sharon - Administrative Secretary
Myers, Jeanette - Research Scientist
Pinion, Nancy - Part-time Secretary
Mongiovi, Roy - Research Technologist I

Students

There are approximately 30 students working on various projects in the FDPS
Research Program. Of these, 12 are in the Ph.D. program, and 5 are
preparing their M.S. Thesis on topies in FDPS.

3. CURRENT RESEARCH PROJECTS

The specific research projects have been organized into the major areas
identified in the basic program proposal.
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A. Theoretical and Formal Studies

Decomposition of Parallel Systems
Reliable Systems
Time Performance of Distributed Systems
Audit Algorithms
Ticket Systems
Synchronous Simulation
Theory of Distributed Databases
Arbiter Design
Using Complementary Distributed System Models
Stochastic¢ Synchronization
Research Allocation in a Failure-Prone Environment
Multilevel Atomicity
Formal Semantics and Specification of Distributed Systems
Nested Transactions with Aborts
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B. Physical Interconnection and Networking

B.2 Local Networking in Fully Distributed Processing Systems

C. Distributed Operating Systems

Decentralized and Distributed Control

Resource Allocation and Work Distribution in an FDPS
Local Operating System

Communications Support for Distributed Systems
Distributed Software Tools

Command Languages in an FDPS

D. Distributed Data Bases

D.1 Concurrency Control in Distributed Database Systems
D.2 Support of MILPERCEN Data Storage Concept

D.3 Implementation of the Audit Algorithm
D.4 User Interfaces to Database Systems

E. Fault-Tolerance
F. Special Hardware to Support FDPS
G. Application of Distributed Processing

H., System Design Methodologies

H.2 Coordinating Large Programming Projects
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I. System Utilization

I.1 A Language for Distributed Programming
I.2 System Implementation Language Development
I.3 Experiments with a Distributed Compiler

J. Security
J.1 Process Structures

J.2 System Security

K. System Management

L. Evaluation and Comparison

L.1 Simulation of Distributed Algorithms (Griffeth, Lynch)

M. EDPS Testbed

M.1 Establishment of FDPS Testbed Facility
. M.3 Fully Distributed Operating System Simulation Testbed

4. SUMMARY OF PROGRESS

A,2 Decomposition of Parallel Systems (Lynch, Fischer)
This project was completed with the submission of a report for journal
publication.

A.3 Reliable Systems (Lynch, Fischer, DeMillo, Lamport, Merritt)
A lower bound on time requirements for solution to the Byzantine Generals
problem, in an environment allowing authentication, has been undergoing
revision for presentation at SIGACT 1982. Work 1is also proceeding on

development of better Byzantine Generals algorithms, requiring less
communication than currently known algorithms.

A.Y4 Time Performance of Distributed Systems (Lynch, Fischer, Lazowska,
Sch&nhage)

Project Complete.
A.5 Audit Algorithms (Griffeth, Fischer, Lynch)
The paper "Global States of a Distributed System" is being rewritten for

submission to TODS.
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A.6

A.7T

A.9

Ticket Systems (Fischer, Griffeth, Guibas, Lynch)

Algorithms for sequential resource allocation are being developed, to
prove the upper bound on ticket allocation time when tickets are allocated
one after the other. The algorithms have been written in such a way as to

allow generalization to the case in which allocation of different tickets
may proceed concurrently.

Synchronous Simulation (Lynch, Fischer, Arjomandi)

This project was completed with the submission of a report for journal
publication.

Theory of Distributed Databases (Lynch, Griffeth)

No significant progress to report.

A.10 Arbiter Design (Lynch, Sch&nhage, Fischer)

Project Complete.

A.14 Using Complementary Distributed System Models (Lynch, Rounds, R. Miller)

Project Complete.

A.16 Stochastic Synchronization (DeMillo, R. Miller, Lipton)

We have begun work under the new NSF contract to extend our previous
results in this area.

A.17 Resource Allocation in a Faillure-Prone Environment (Fischer, Lynch,

Burns, Borodin)

No significant progress to report.

A.18 Multilevel Atomicity (Lynch)

Connections between the multilevel atomicity model and the nested
transaction model (as used by Leskov) are being studied.

A.19 Formal Semantics and Specification of Distributed Systems (Lynch, Stark)

Dr. Lynch is acting as major Ph,D., advisor to Eugene Stark, an MIT
Ph.D. student. His thesis work involves formal models for describing
distributed system behavior. The model has some similarities to previous

- work of Lynech and Fischer (there is no implicit synchronization, and

finite delay is assumed). However, his model is at a much more abstract
level than the previous work.
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A.20 Nested Transactions with Aborts (Lynch, Leskov)

B.2

C.1

C.2

C.h4

C.5

c.8

Dr. Lynch is studying the nested transaction structure used as a basis for
Argus, Dr., Leskov's new distributed computing 1language. The language
includes failure of subactions explicitly in its semanties. Dr, Lynch 1is
formulating precise abstract semantics for the 1language, thereby
attempting to prove correctness of some of the algorithms used in the
implementation of Argus. A key difficulty is guaranteeing the
preservation of consistency in the presence of "orphans": active
processes with ancestors which have aborted.

Local Networking in FDPSs (Enslow, Myers, Manno, Brundette, Hutchins)

A technical report "Initial Experiences with a Local Network --- Net/One
by Ungermann-Bass, Inc."™ was completed and distributed.

Decentralized and Distributed Control (Enslow, LeBlanc, Saponas)

Further simulation studies were carried out to evaluate the distributed
control models. The report on the evaluation of these models has been
published. A draft of Saponas's Ph.D. Dissertation was prepared for the
final report. Saponas presented a defense of his thesis on this subject.

Resource Allocation and Work Distribution in an FDPS (Enslow, Sharp)

Algorithms developed for work distribution continue to be tested and
evaluated using the simulator developed in project M.3.

Local Operating System (Livesey, LeBlanc, Saponas, Maccabe, Alchin,
Fukuoka)

A project has been initiated to study high 1level inter-process
communication based on a database description of a distributed system. A
design of a domain-structured file system for a distributed system has
been completed, and incorporated in the technical report being prepared
for project C.8.

Communications Support for Distributed Systems (Enslow, Skowbo)

Work continues on identifying and describing the requirements for
communications support in detail. Several network technologies are being
considered to evaluate and compare their applicability to the fulfillment
of these requirements. The formal project proposal is nearing completion
and is currently under review,

Distributed Software Tools (Myers, Livesey, Hopkins, Lee, Fox)

Work continues on the implementation of Distributed Software Tools and
preparation of a technical document describing our experiences.
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C.9

D.1

D.2

D.3

D.4

Command Languages in an FDPS (Badre, Myers, Greene)

Work continues on the literature survey for command languages and the
design of a "user-friendly" command language. Two abstracts have been
submitted for consideration as papers for the IFIP Technical Comittee-2,
Working Group 2.7 Conference on Operating Systems Interfaces to be held in
September, 1982.

Concurrency Control in Distributed Database Systems (Griffeth, Livesey,
Lynch)

A system for simulating concurrency control in distributed database
systems has been proposed, as outlined in technical report GIT-ICS-81/15.

Support of MILPERCEN Data Storage Concept (Jensen, Doyle, Gehl, Bingham)

This project has been completed. The research conducted under this
contract has identified and summarized many issues which affect the manner
in which human resource information is managed for the Army. Several
recommendations concerning how the Army should address itself in upgrading
its Automated Manpower and Personnel Resources Management Informations
Systems are made in the Final Report, "Automating the Exchange of Military
Personnel Data Among Selected Army Organizations." A second report is a
comprehensive set of appendices containing data collected during the
course of study.

Implementation of the Audit Algorithm (Griffeth, Livesey, Lynch)

No significant progress to report.

User Interfaces to Database Systems (Griffeth)

An experimental system to test the usability and power of various database
user interfaces is being developed. The actual storage structure will be
based on the relational model, because it is easier to present a variety
of interfaces when the underlying model is relational. However, the user
data model may include such structures as CODASYL sets, repeating groups,
vectors, semantic nets, or even higher level objects such as entities,
relationships, aggregations, generalizations, ete. Furthermore, the user
language may include navigational features as well as the ability to
reference rows by value.

Currently, the underlying database is one operation short of
implementation (this is the division operation). A pretest to determine
the subject's background and database sophistication has been developed
and is being refined. The language interpreters are in the design stage.
A game for the subjects to play has been designed and is close to
implementation,
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Dates of Visit: 23 October, 1981
Visitor: Herman J. Weegenaar (Centraal Beheer, The Netherlands)

Contact: P. Enslow
Purpose: Discuss distributed operating system functions

Dates of Visit: 29-30 October, 1981

Visitor: Tom Lawrence (RADC) and Rudy Nothdurft

Contact: P. Enslow

Purpose: Review and planning session on new RADC contract

PUBLICATIONS

Author(s): M. Fischer, N. Lynch

Title: A Lower Bound for the Time to Assure Interactive Consistency
Tvpe: technical report

Status: published

GIT Number: GIT-ICS-81/13

Publ. Date: September, 1981

Author(s): P. Enslow, P. Manno, and J. Myers

Title: Initial Experience with a Local Network - NET/ONE by Ungermann-Bass
Type: technical report

Status: published

GIT Number: GIT-ICS-81/11

Publ. Date: October, 1981

Author(s): R. DeMillo, N, Lynch, and M. Merritt
Title: Cryptographic Protocols

Status: abstract submitted to conference

Publ. Date: Winter '82

Author(s): A. Jensen, J. Bingham, J. Doyle, and J. Gehl

Title: Automating the Exchange of Military Personnel Data Among Selected Army
Organizations

Type: final report

Status: published

Publ. Date: June, 1981

Author(s): A. Jensen, J. Bingham, J. Doyle, and J. Gehl

Title: Automating the Exchange of Military Personnel Data Among Selected Army
Organizations

Type: appendices

Status: published

Publ. Date: June, 1981
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1. INIRODUCTION

This is the Tenth Quarterly Progress Report prepared covering the Georgia Tech
Research Program in Fully Distributed Processing Systems (FDPS).

a.

b.

Program Description.

The Georgia Tech Research Program in Fully Distributed Processing Systems
is a comprehensive investigation of data processing systems in which both
the physical and 1logical components are extremely loosely coupled while
operating with a high degree of control autonomy at the component level.
The definition of the specific class of multiple computer systems being
investigated, and the operational characteristics and features of those
systems is motivated by the desire to advance the state-of-the-art for that
class of systems that will deliver a high proportion of the benefits
currently being claimed for distributed processing systems. The scope of
individual topies being investigated under this program ranges from formal
modeling and theoretical studies to empirical examinations of prototype
systems and simulation models. Also included within the scope of the
program are areas such as the utilization of FDPS's and their interaction
with management operations and structure.

Program Support,

The principle support for the program is a Selected Research Opportunity
contract from the Office of Naval Research; however, there are a number of
other sources of funding which also support the program. A list of the
currently active contracts and grants is given below.

Title: "Research on Fully Distributed Data Processing Systems"
Funding Agency: Office of Naval Research (ONR)

Contract Number: NOOO14~79-C-0873

GIT Project No.: G36-643/336

Prineiple Investigator: Philip H. Enslow, Jr.

Title: "Evaluation of Distributed Control Models"

- Funding Agency: U.S. Air Force Rome Air Development Center (RADC)

Contract Number: F30602-~78-C-0120
GIT Project No.: G36-654
Principle Investigator: Philip H. Enslow, Jr.

Title: "System Support Capabilities for Fully-Distributed /
Loosely-Coupled Processing Systems" ’

Funding Agency: U.S. Air Force Rome Air Development Center (RADC)

Contract Number: F30602-81-C-0249

GIT Project No.: G36-659

Prineiple Investigator: Philip H. Enslow, Jr.

Title: ™Theory of Systems of Asynchronous Parallel Processors"
Funding Agency: U.S. Army Research Office (ARO)

Contract Number: DAAG29-T9-C-=0155

GIT Project Number: G36-638/332

Principle Investigator: Nancy A. Lynch
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A.16 Stochastic Synchronization (DeMillo, R. Miller, Lipton)

No significant progress to report.

A.1T Resource Allocation in a Failure-Prone Environment (Fischer, Lynch,
Burns, Borodin)

No significant progress to report,

A.18 Multilevel Atomicity (Lynch)

Some work is being done to integrate the multilevel atomicity concept with
related work on nested transactions.

A.19 Formal Semantics and Specification of Distributed Systems (Lynch, Stark)

Equivalence has been proved for three natural definitions for the class of
possible behaviors of distributed systems,

A.20 Nested Transactions with Aborts (Lynch, Leskov)

Formal correctness conditions for nested transaction systems, and
correctness proofs for implementations using locking, are in process of
development.

B.2 Local Networking in FDPSs (Enslow, Myers, Brundette, Hutchins, Arius)

A 12~1/2 hour video Net/One Programming class created by Ungermann-Bass
was taken by members of this project. This course described in detail
Net/One operation and the recently released software development support
package.

We are waiting for the delivery of a new component for the local network,
an NCF~2, which replaces the MCZ, (The MCZ is no longer supported by
Ungermann-Bass)., The NCF-2 1includes the software development support
package, support for the C programming language and, due to an IEEE-448/79
interface to the local network, reduces downloading time from
approximately 90 seconds to 19 seconds per board.

C.1 Decentralized and Distributed Control (Enslow, LeBlanc, Saponas)

A technical report concluding Tim Saponas's research in this area is ready
for distribution. This report analyzes in detail the factors contributing
to the particular evaluations of each of the control models covered in a
previously distributed technical report.
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D.1

D.3

D.4

H.2

I.1

I.2

would be beneficial to begin an implementation based on what we currently
know that we can do. We have named our prototype operating system
"CLOUDS", an acronym for "Coalescing Local Operating Systems Under
Decentralized Supervision.," The descriptor "Coalescing™ is an important
one. CLOUDS will be capable of stand-alone operation, but when networked
with other CLOUDS, will naturally come together or "coalesce" into one
distributed operating system.

Current efforts are centered around designing a scaled down version of
such an operating system for the first implementation.

Concurrency Control in Distributed Database Systems (Griffeth, Livesey,
Lynch)

No significant progress to report.

Implementation of the Audit Algorithm (Griffeth, Livesey, Lynch)

No significant progress to report,

User Interfaces to Database Systems (Griffeth)

Several interfaces have been completed for the PRIME relational database.
They are: (1) a relational algebra interface, (2) a relational calculus
interface, and (3) a network interface. Preliminary tests on the
effectiveness of these interfaces will begin next quarter.

A project, "Distributed Database Algorithms", will be funded by NSF for
the period July 1982 - June 1984,

Coordinating Large Programming Projects (Enslow, Smith)

A number of additional data sources were identified. A tentative metriec
for the quality of communication activities during large software
development was proposed and is currently under investigation.

A Language for Distributed Programming (LeBlanc, Maccabe)

Design work has been completed; implementation and evaluation are in
progress. A paper was submitted to the Third International Conference on
Distributed Computing Systems.

System Implementation Language Development (LeBlane, McKendry, Wilkes)
Implementation of a Pascal compiler, using the code generator previously
developed under this project, is nearly complete, Design of extensions

for system implementation support is in progress. Implementation should
begin during next quarter.
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5.

I.3

J.1

J'2

L.1

M.1

M.3

Experiments with a Distributed Compiler (LeBlanc, J. Miller)

Work by Miller has confirmed and considerably improved earlier results.
Design for balanced message flows was found to be crueial for best
performance. A paper was submitted to the Third International Conference
on Distributed Computing Systems.

Process Structures (DeMillo, Lipton, R. Miller, Merritt, Thomas)

No significant progress to report.

System Security (Livesey, Davida, DeMillo)

No significant progress to report.

Simulation of Distributed Algorithms (Griffeth, Lynch)

No significant progress to report.

Establishment of FDPS Testbed Facility (Myers, Mongiovi, Fox)

No significant progress to report.

FDOS Simulation Testbed (LeBlanc, Saponas, Myers)

No significant progress to report.

IRAVEL RELATED IO IHE FDPS PROGRAM

Date of Ipip: 25-27 January, 1982

Individual(s) Iraveling: Richard LeBlane

Itipnerary: Albuquerque, New Mexico

Purpose: Attend ACM Principles of Programming Languages Symposium

Date of Trip: February, 1982

Individual(s) Iraveling: Nancy A. Lynch
Ltinerary: Brandeis University, Northeastern University, Boston University

Purpose: Speak about new Byzantine Generals algorithm,
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6.

T

JISITORS

Dates of Visit: February, 1982

Yisitor: Bharat Bhargava

Contact: Nancy A. Lynch (at MIT)

Purpose: Discussions about correctness proofs of concurrency control
algorithms, and about reliability properties of distributed algorithms.,

PUBLICATIONS

Author(s): John A, Miller and Richard J. LeBlanc
Title: Distributed Compilation: A Case Study
Type: conference paper

Status: submitted

Author(s): Arthur B. Maccabe and Richard J. LeBlanc
Iitle: The Design of a Programming Language Based on Communication Networks
Iype: conference paper

Status: submitted

Author(s): Michael J. Fischer, Nancy D. Griffeth, and Nancy A. Lynch
Jitle: Global States of a Distributed System

Iype: Journal paper

sStatus: accepted for publication in Iransactions on Software Engineering
Publ. Date: May, 1982

Author(s): Nancy A. Lynch

Title: Multilevel Atomicity

Iype: conference paper

Statusg: accepted by Principles of Database Systems Conference

Publ. Date: March, 1982

Author(s): Nancy A. Lynch, Michael J. Fischer, and Robert Fowler

Title: A Simple and Efficient Byzantine Generals Algorithm

Iype: conference paper

Status: submitted to IEEE Symposium on Reliability in Distributed Software
and Database Systems.

Author(s): Richard A, DeMillo, Nancy A. Lynch, and Michael Merritt
Jitle: Cryptographic Protocols

Type: conference paper

Status: accepted by SIGACT
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1. INTRODUCTION

This is the Eleventh Quarterly Progress Report prepared covering the Georgia
Tech Research Program in Fully Distributed Processing Systems (FDPS).

a. Program Description.

b,

The Georgia Tech Research Program in Fully Distributed Processing Systems
is a comprehensive investigation of data processing systems in which both
the physical and logical components are extremely loosely coupled while
operating with a high degree of control autonomy at the component level.
The definition of the specific class of multiple computer systems being
investigated, and the operational characteristics and features of those
systems is motivated by the desire to advance the state-of-the-art for that
class of systems that will deliver a high proportion of the benefits
currently being claimed for distributed processing systems. The scope of
individual topics being investigated under this program ranges from formal
modeling and theoretical studies to empirical examinations of prototype
systems and simulation models. Also included within the scope of the
program are areas such as the utilization of FDPS's and their interaction
with management operations and structure.

Program Support.

The principle support for the program is a Selected Research Opportunity
contract from the Office of Naval Research; however, there are a number of
other sources of funding which also support the program. A 1list of the
currently active contracts and grants is given below. .
Title: "Research on Fully Distributed Data Processing Systems"
Funding Agency: Office of Naval Research (ONR)

Contract Number: N00014-79-C-0873

GIT Project No.: G36-643/336

Principle Investigator: Philip H. Enslow, Jr.

Title: "Evaluation of Distributed Control Models"

Funding Agency: U.S. Air Force Rome Air Development Center (RADC)
Contract Number: F30602-78-C-0120

GIT Project No.: G36-654

Principle Investigator: Philip H. Enslow, Jr.

Title: "System  Support Capabilities for  Fully-Distributed /
Loosely—-Coupled Processing Systems"

Funding Agency: U.S. Air Force Rome Air Development Center (RADC)

Contract Number: F30602-81-C-0249

GIT Project No.: G36-659

Principle Investigator: Philip H. Enslow, Jr.

Title: '"Theory of Systems of Asynchronous Parallel Processors"
Funding Agency: U.S. Army Research Office (ARO)

Contract Number: DAAG29-79-C-0155

GIT Project Number: G36-638/332

Principle Investigator: Nancy A. Lynch
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Title: "Complexity and Computability for Distributed Data Bases™

Funding Agency: National Science Foundation (NSF)
Contract Number: MCS-7924370

GIT Project Number: G36-652/340

Principle Investigator: Nancy A. Lynch

2, ORGANTZATIOR AND STAFFING

Faculty

DeMillo, Richard A. - Professor

Enslow, Philip H, Jr. - Professor

Griffeth, Nancy A. - Assistant Professor

Jensen, Alton P. - Professor

LeBlanc, Richard J. - Assistant Professor

Livesey, Jon - Assistant Professor

Lynch, Nancy A. - Associate Professor (currently visiting at MIT)
McKendry, Martin S. - Assistant Professor

Miller, Raymond - Professor

Underwood, William -~ Assistant Professor

Staff

McDonell, Sharon - Administrative Secretary

Myers, Jeanette - Research Scientist

Pinion, Nancy - Part-time Secretary -
Mongiovi, Roy - Research Technologist I

Students

Quarterly Prog Report 11

There are approximatel; 30 students working on various projects in the FDPS

Research Program. Of these, 12 are in the Ph.D. program, and 5

preparing their M.S. Thesis on topics in FDPS.

3., CURRENT RESEARCH PROJECTS

are

The specific research projects have been organized into the major areas
identified in the basic program proposal.

A,

Theoretical and Formal Studies

A.3 Reliable Systems

A.4 Time Performance of Distributed Systems
A.5 Audit Algorithms

A.6 Ticket Systems

A.9 Theory of Distributed Databases

A.16 Stochastic Synchronization
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A.17 Research Allocation in a Failure—Prone Environment

A.18 Multilevel Atomicity

A.19 Formal Semantics and Specification of Distributed Systems
A.20 Nested Transactions with Aborts

B. Physical Interconnection and Networking

B.2 Local Networking in Fully Distributed Processing Systems

C. Distributed Operating Systems

C.4 Local Operating System

C.5 Communications Support for Distributed Systems
C.8 Distributed Software Tools

C.9 Command Languages in an FDPS

C.10 Distributed Operating System Implementation

D. Distributed Data Bases

D.1 Concurrency Control in Distributed Database Systems
D.3 Implementation of the Audit Algorithm
D.4 User Interfaces to Database Systems

E. Fault-Tolerance
F. Special Hardware to Support FDPS
G. Application of Distributed Processing

H. System Design Methodologies

H.2 Coordinating Large Programming Projects

I. System Utilization
A Language for Distributed Programming

I.1
I.2 System Implementation Language Development
I.3 Experiments with a Distributed Compiler

J. Security

J.1 Process Structures
J.2 System Security
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K.

L.

M.

System Management

Evaluation and Comparison

L.l Simulation of Distributed Algorithms (Griffeth, Lynch)

FDPS Testbed

P

M.l Establishment of FDPS Testbed Facility
M.3 Fully Distributed Operating System Simulation Testbed
M.4 Interactive Monitoring of Distributed Programs

4, SUMMARY OF PROGRESS

A.3

A.4

A.5

A.6

A9

Reliable Systems (Lynch, Fischer, Fowler, Merritt)

A paper, "Cryptographic Protocols", was presented at SIGACT 82.

Time Performance of Distributed Systems (Lynch, Fischer,
Sch¥nhage)

No significant progress to report.

Audit Algorithms (Griffeth, Fischer, Lynch)

No significant progress to report.

Ticket Systems (Fischer, Griffeth, Guibas, Lynch)

Quarterly Prog Report 11

Lazowska,

A draft of a paper, "Analysis of a Network Resource Allocation Algorithm",

has been prepared for presentation at the June ACM workshop on

probabilistic complexity.

Theory of Distributed Databases (Lynch, Griffeth)

Initial work on a new formulation of concurrency control, providing a more
basic definition of correctness than earlier work, was carried out.

A.16 Stochastic Synchronization (DeMillo, R. Miller, Lipton)

No significant progress to report.
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A.17 Resource Allocation in a Failure~Prone Environment (Fischer, Lyrch,
Burns, Borodin)

No significant progress to report.

A.18 Multilevel Atomicity (Lynch)

No significant progress to report.

A.19 Formal Semantics and Specification of Distributed Systems (Lynch, Stark)

The model was used to specify and prove correct a simple arbiter
algorithm. Both safety and fairness properties are easily expressed and
proved.

A.20 Nested Transactions with Aborts (Lynch, Liskov)

A paper, "Concurrency Control for Resilient Nested Transactions", was
written, It defines the semantics of resilient nested transactions, and
uses the framework for proving correctness of a version of Moss's locking
algori;hm (the implementation of nested transactions used in the Argus
system).

B.2 Local Networking in FDPSs (Ehslov, Myers, Brundette, Hutchins, Arius)

The Net/One Network Configuration Facility (NCF-2) has been successfully
installed and performs according to published specificaions, A Whitesmith
C compiler has been received for the NCF-2 to be used for 1local software
development,

-

C.4 Local Operating System (Livesey, Fukuoka)

A paper by Fukuoka presenting a comprehensive taxonomy of IPC facilities
based on the semantic aspects associated with the IPC has been submitted
to ACM Transactions on Programming Languages and Systems (TOPLAS). This
paper has been forwarded by TOPLAS for review by ACM Computing Surveys.
The paper includes a survey of IPC mechanisms in fifteen existing and
proposed programming languages and systems for distributed processing.

C.5 Communications Support for Distributed Systems (Enslow, Skowbo)
The formal project proposal is essentially complete and is currently being
reviewed, revised, and extended. The specification and design of tools

for an experimental evaluation of proposed alternatives for communications
support is also in progress,
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C.8 Distributed Software Tools (Myers, Livesey, Hopkins, Lee, Fox)

C.9

Hosts, which initiate additional user processes to perform functions on
local and remote hosts, have been implemented but require some
modification as to the "initial" state of the processes. Since we have
found the overhead of "logging in" another process to be high, we are
proposing a special network-server process to be used instead of an
additional user process when a specific user environment is not required.

The domain-structured file system has been implemented and awaits testing
and incorporation into DSWI. A paper describing the file system was
presented at the ACM Southeastern Regional Conference, April,1982, in
Knoxville, Tennessee.

An IPC facility has been incorporated into the SWI I/0 Subsystem.
Currently, this facility requires that virtual circuit connections be made
to specific ports on specific systems. This is being modified so that
port numbers and system names will be completely transparent to the user
program,

Covmand Languages in an FDPS (Badre, Myers, Greene)

During the past quarter, work on characterizing the wuser, his
requirements, and his needs has continued., User activity was monitored
throughout the quarter resulting in a data set that spans one year. This
information has been gathered in an effort to understand the differences,
if any, between "guru" or sophisticated users and "novice" or
unsophisticated wusers. It is hoped that this will result in a definition
of the extent of function a user will use in an interface,~ Specifically,
the processing task has included calculating frequency counts of the
commands used by both groups and sampling of the terminal sessions of
members of both groups of users. Again, the purpose of the analysis of
this data is to understand what is needed in an interface-—to understand
the difference in fungtional need and use of a computer by a user, whether
a sophisticated or unsophisticated user.

C.10 Distributed Operating System Implementation (McKendry, Allchin, Thibault)

The CLOUDS project 1is constructing a distributed operating system for a
group of workstations connected by a high-speed local-area network. The
fundamental aims of the project are to provide a testbed for evaluation of
algorithms developed within the FDPS program and to evaluate structural
concepts for distributed operating systems.

The overall structure of the operating system has been defined, the
interprocess communication mechanism has been designed and documented in
an internal working paper, and considerable progress has been made in the
study of data consistency requirements for the system.

Research 1is currently concentrating on data management and resource

management. An implementation of the kernel for PERQ workstations is
underway, and preparation of a conference paper is in progress.
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D.1

D.3

D.4

H.2

I.1

1.2

I.3

Concugrcncy Control in Distributed Database Systems (Griffeth, Livesey,
Lynch

Correction to the March 1982 Quarterly Progress Report: The project,
"Distributed Database Algorithms", reported under Project D.4, "User
Interfaces", should have been reported under this heading.

Work is underway on analyzing preliminary hypotheses and developing the
simulation. Currently, special attention is being paid to establishing
results which will simplify the simulation (e.g., read/write mix has no
effect, the same ratio of transaction load to database size has the same
effect regardless of absolute database size, a database with a skewed
distribution of frequencies of data-item requests behaves like a smaller
database with a uniform distribution). Combinatoric and queuing-theoretic
techniques are being used.

Implementation of the Audit Algoritim (Griffeth, Livesey, Lynch)

No significant progress to report.

User Interfaces to Database Systems (Griffeth)

Pilot studies have beem run wusing a "cops~and-robbers"” game and a
registration problem to test the effectiveness of the relational calculus
in a problem-solving situation. Preliminary indications are that each
subject will required more than three hours.

Coordinating Large Programming Projects (Enslow, Smith)

The proposed metric for effectiveness of communication during large
software development has been refined. A major focus has been the
determination of the criteria that such a metric must meet. A series of
experiments has been planned to evaluate the proposed metric.

A Language for Distributed Programming (LeBlanc, ﬁhccabe, Mongiovi)
Intensive work on implementation and evaluation has continued this
quarter. Work has also been done to further develop features for handling
process and processor failures. Maccabe's Ph,D. thesis is in preparation.
System Implementation Language Development (LeBlanc, McKendry, Wilkes)
Work continues on the Pascal compiler which is intended to be the basis of
our implementation.

Experiments with a Distributed Compiler (LeBlanc, J. Miller)

Further experiments have been conducted to study the effects of buffering

messages. This concept appeared as a major factor in our earlier studies.
A journal paper based on these experiments is in preparation.
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J.l

J.2

L.l

M.1

M.3

M.4

Process Structures (DeMillo, Lipton, R. Miller, Merritt, Thomas)

No significant progress to report.

System Security (Livesey, Davida, DeMillo)

No significant progress to report.

Simulation of Distributed Algorithms (Griffeth, Lynch)

Hardware and software selection are underway. The initial simulations
will be run on a PRIME 550, VAX 780, or CYBER 170/760. Available
simulation languages include GPSS, SIMULA, and SIMSCRIPT. The ticket
system simulation written in FORTRAN includes event list management and
statistical routines.

Establishment of FDPS Testbed Facility (Myers, Mongiovi, Fox)

Test facilities are being developed in conjunction with development work
in Projects C.8 and C.10.

FDOS Simulation Testbed (LeBlanc, Saponas, Myers)

No significant progress to report.

-~

Interactive Monitoring of Distributed Programs (LeBlanc, Robbins)

With the development of distributed computing systems, it becomes
necessary to provide programmers with appropriate tools to effectively
utilize them. The first required tool is a programming language which
supports the design and construction of distributed programs. One such
language, called PRONET, has been developed as part of the FDPS Research
Program (see Project I.1). The newly initiated project described here is
concerned with the next required tool: a monitor which will allow
programmers to examine the behavior of distributed programs,
interactively. Monitoring a distributed program presents significant new
challenges, since the "state" of such a program involves information about
an arbitrary number of processes running on a number of machines. This
problem is far more complex than monitoring a typical program on a single
machine, in which case, all of the state information is in a single
address space. The desired monitoring capability should be generalized,
so that it can be used both for debugging and performance analysis. Such
generality is a reasonable goal, since the most important aspect of
monitoring distributed programs will concern the collection of data about
the interactions among program parts, a task that is independent of the
use intended for the data.

Initial work on the design of a monitoring system has begun and proposals
have been prepared and submitted in order to obtain support for this work.
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5.

6.

7.

IRAVEL RELATED TO THE FDPS PROGRAM

Date of Trip: 18-20 May, 1982

Individual(s) Traveling: Philip Enslow

Itinerary: Rome Air Development Center

Contact: Tom Lawrence

Purpose: Participate in RADC Distributed Processing Technology Exchange
Meeting

Date of Trip: May, 1982

Individual(s) Traveling: Nancy Lynch

Itinerary: Marina del Rey

Contact:

Purpose: Attended Symposium on Principles of Database Systems. Presented the
paper, "Multilevel Atomicity".

VISITORS

No visitors to report.

PUBLICATIONS

Author(s): T. Allen Akin and Richard J. LeBlanc -
Title: The Design and Implementation of a Code Generation Tool

Type: journal paper

Status: accepted for publication in Software — Practice and Experience

Author(s): Hirobumi Fukuoka

Title: Interprocess Communication Facilities for Distributed Systems: A
Taxonomy and a Survey

Type: journal paper

Status: submitted to ACM Transactions on Programming Languages and Systems;
subsequently forwarded to ACM Computing Surveys for review.

GIT Number: GIT-ICS-82/06

Author(s): N.J. Livesey

Title: Extending File Systems to Distributed Systems

Type: conference paper

Status: presented at the ACM April Southeastern Regional Conference
GIT Number: GIT-ICS-82/07

Publ, Date: April, 1982

Author(s): Richard DeMillo, Nancy Lynch, Michael Merritt
Title: Cryptographic Protocols

Type: conference paper

Status: presented

GIT Number: TBA

Publ. Date: May, 1982
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Parallel processing has been a popular approach to improving system per-
formance through several generations of computer systems design. Although it
is not usually characterized as a "parallel" processing system, a distributed
processing system has the inherent capability for highly parallel operation.
In order to capitalize on the potential performance improvements achievable by
a distributed system, major parallel control problems must be solved. Central
to the issue of parallel control is the design and implementation of
distributed and decentralized control. The study of distributed and
decentralized control was initiated with a survey of applicable control
models. The results of this survey are presented along with an extensive
discussion of the control problems applicable to distributed systems o=

specifically ®"fully" distributed systems.
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PREFACE
Comments from the Principal Investigator

Although this is the final report on only one of the approximately 30 research
projects currently being performed in the Georgia Tech research program on
Fully Distributed Processing Systems, it serves a much broader function than
just reporting on the work done in this single project. Since this is the
first major technical report published under the program, it has been neces-
sary to document here much of the background applying to the program in
general. Specifically, this report presents an extensive discussion of the
general philosophies of fully distributed control and fully distributed
processing as well as the notation that has been developed to describe the

control actions supporting such processing activities.
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SECTION 1

BACKGROUND

1.1 GOALS OF COMPUTER SYSTEM DEVELOPMENT

Although the state of the art in digital computers has certainly been
advancing faster than any other technological area in history, it is somewhat
remarkable that the goals motivating most computer system development projects
have remained basically unchanged since the earliest days. Perhaps the most
important of these long sought-after improvements are the following:

1. Increased system productivity
- Greater capacity
-~ Shorter response time
~ Increased throughput
2. Improved reliability and availability
3. Ease of system expansion and enhancement
y, Graceful growth and degradation
5. Improved ability to share system resources

The "final or ultimate values™ for these various goals cannot be expressed in
absolute numbers, so it is not surprising that they continue to apply even
though phenomenal advances have been made in many of them such as speed,
capacity, and reliability. What is perhaps more noteworthy and important to
the discussion being presented here is how little progress has been made in

areas such as easy modular growth, availability, adaptability, etec.

It seems that each new major systems concept or development (e.g., mul-
tiprogramming, multiprocessing, networking, etc.) bhas been presented as M"the
answer" to achieving 2ll of the goals listed above plus many others,
"Distributed processing" is no exception to this rule. In fact, many salesmen
have dusted off their gld 1lists of benefits and are marketing today's
distributed systems as the means to achieve all of them. Table 1 lists some
of the benefits currently being claimed for distributed processing systems in
current sales literature. Although some forms of distributed processing
appear to offer great promise as g possible means to make significapt advancges
in many of the areas listed, the state-of-the-art, particularly in system
control software, is far from being able to deliver even a significant propor-

tion of these benefits today.

Georgia Institute of Technology FDPS Control Models



Page 2 BACKGROUND Section 1

Table 1, "Benefits™ Provided by Distributed Processing Systems

A Representative List Assembled from Claims Made in
Actual Sales Literature

High Availability and Reliability
Reduced Network Costs

High System Performance

Fast Response Time

High Throughput

Graceful Degradation, Fail-soft

Ease of Modular and Incremental Growth
Configuration Flexibility

Automatic Load and Resource Sharing
Easily Adaptable to Changes in Workload
Incremental Replacement and/or Upgrade
Easy Expansion in Capacity and/or Function

Good Response to Temporary Overloads
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1.2 APPROACHES TO IMPROVING SYSTEM PERFORMANCE

Efforts to improve the performance of digital computer systems can
address or be focused on a number of major levels or design issues within the
overall computer structure. These levels are:

1. Materials - the basic materials used in the construction of
operating devices such as transistors, integrated circuits, or
other switching devices.

2. Devices - operating devices such as transistors, integrated
circuits, Jjunctions, etc.

3. Switching circuits - design of circuits that provide fast and
reliable logic operations,

4, Register-transfer - assemblies such as registers, buses, shift
registers, adders, etc.

5. System architecture - algorithms for executing the basic funec-
tions such as arithmetic and logic operations, interrupt
mechanisms, control of processor and memory states, etec.

6. System organization - the interconnection of major functional
units such as control, memory, I/0, arithmetic/logic units,
etc., and the rules governing the flow of data and control
signals between these units. This level also considers the
implementation of multiple, parallel paths for simultaneous
operations and transfers,

7. Network organization - the number, characteristics, and
topology of the interconnection of "complete" systems and the
rules governing the control and utilization of the resources
those systems provide.

8. System software - control and support software for the effec-
tive management and utilization of the hardware capabilities
provided.

From the very beginning of the computer era there has been activity at all of
these levels and such work continues today. (To place it into proper perspec-
tive, it should be noted that the research work carried on under this project
is focused primarily at the three highest levels, system organization, network
organization, and system software, with some work at level 5, system architec-

ture.)

1.3 PARALLEL PROCESSING SYSTEMS

An important theme of computer system development work at levels 5-8,
"system architecture," "system organization," '"network organization,™ and
"system software,™ has been parallel processing. Parallel processing has been
implemented utilizing approaches focused primarily on the system hardware or

the software as well as integrated systems design.
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Since the early days of computing, a direction of research that has
offered high promise and attracted much attention is '"parallel computing.™
Work in this area dates from the late 1950's which saw the development of the
PILOT system [Lein58] at the National Bureau of Standards., The PILOT system
consisted of M"three independently operating computers that could work in
cooperation."[Ensl74] (From the information available, it appears that PILOT
would be classified as a "loosely-coupled system" today.) It is interesting
to note that the evolution of parallel "hardware" systems lead primarily to
the development of tightly-coupled systems such as the Burroughs B-825 and
B-5000, the earliest examples of the classical multiprocessor. Other develop-
ment paths saw the introduction of specialized hardware systems such as
SOLOMON and the ILLIAC IV, examples of other forms of tightly-coupled proces-

30rs.

1.3.1 System Coupling

System coupling refers to the means by which two or more computer
systems exchange information. It refers to both the physiecal transfer of such
data as well as the manner in which the recipient of the data responds to its
contents. These two aspects of system interconnection are called "physical
coupling™ and "logical coupling,™ and they are present in all multiple com-
ponent systems whether the components of interest are complete computers or

some smaller assembly.

The terms, "tight" and "loose" have been utilized to describe the mode
of operation of each type of coupling. (Some authors have utilized a third
category "medium coupling" and related it to a range of data transfer speeds;
however, history has clearly shown that basing any characterizations of
digital computers on speed, size, or even cost is an incorrect approach.) The
interconnection and interaction of two computer systems can then be deseribed
by specifying the nature of its physical coupling and the nature of its
logical coupling. It is important to point out that all four combinations of
these characteristices are possible and that they all have been observed in

implemented systems.

1.3.1.1 Iightly-Coupled Computer Systems
During the 1960's and 1970's, activities in the development of parallel

computing, specifically multiple computer systems, were focused primarily on

the development of tightly-coupled systems. These tightly-coupled systems
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took the form of classical multiprocessors (i.e., shared main memory) as well
as specialized computation systems such as vector and array processors. This
tight physical coupling resulted in a sharing of the directly executable
address space common to both processors. There was no means by which the
recipient of the data or information being transferred could refuse to

physically accept it --- it was already there in his address space.

These early systems also usually implemented tight logical coupling. 1In
this form of system interaction, the recipient of a message is required to
perform whatever service is specified therein. With tight 1logical coupling,
there 1is no independence of decision allowed regarding the performance of the
service or activity "requested." The relationship between the sender and

recipient is basically that of master-slave.

Although the concept of tightly-coupled multiprocessor systems appears
to be a viable approach for achieving almost unlimited improvements in per-
formance (i.e., increases in system throughput) with the addition of more
processors, such has not been the results obtained with implemented systems.
It is the very nature of tight-coupling that results in limitations on the
improvements achievable, Some of the ways that these limitations have
manifested themselves are listed below.

1. The direct sharing of resources (memory and input/output
primarily) often results in access conflicts and delays 1in
obtaining use of the shared resource.

2. User programming languages that support the effective utiliza-
tion of tightly-coupled systems have not been adequately
developed. The programmer must still be directly involved in
job and task partitioning and the assignment of resources.

3. The development of "optimal" schedules for the utilization of
the processors is very difficult except in trivial or static
situations. Also, the inability to maintain perfect synch-
ronization between all processors often invalidates an
"optimal" schedule soon after it has been prepared.

L, Any inefficiencies present in the operating system appear to be
greatly exaggerated in a tightly-coupled system,

There was also significant activity during these earlier periods in the
development of multiple computer systems characterized as "attached support
processors (ASP)." These systems were physically 1loosely-coupled; but,
logically, they were tightly-coupled. The earliest examples of this type of

system organization were the use of attached processors dedicated to
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input/output operations in large-scale batch processing systems. In the lat-
ter part of the 1970's, specialized vector and array processors as well as
other special-purpose units such as fast Fourier transform units were being
connected to general computational systems and utilized as attached support
processors. In any event, the specialized nature of the services provided by
the attached processor excludes them from consideration as possible approaches
to providing general-purpose computational support such as that available from

tightly-coupled general-purpose processors functioning as multiprocessors.

Tightly-coupled systems certainly do have a role to play in the total
spectrum of computer systems organization; however, their limitations should
certainly be considered. It was the recognition of these limitations and the
small amount of progress made in overcoming them despite the expenditure of
very large research efforts that contributed to the decision to focus our

current research program on loosely-coupled systems.

1.3.1.2 Loosely-Coupled Systems

Loosely~-coupled systems are multiple computer systems in which the
individual processors both communicate physically and interact logically with
one another at the "input/output 1level." There is no direct sharing of
primary memory, although, there may be sharing of an on-line storage device
such as a disk in the interconnecting input/output communication path. The
important characteristic of this type of system organization and operation is
that all data transfer operations between the two component systems are per-
formed as input/output operations. The unit of data transferred is whatever
is permissible on the particular input/output path being utilized; and, in
order to complete a transfer, the active cooperation of both processors is
required (i.e., one might execute a READ operation in order to accommodate or

accept another's WRITE).

Probably the most important characteristic of loose logical coupling is
that one processor does not have the capability or authority to "force"
another processor to do something. One processor can "deliver™ data to
another; however, even if that data is a request (or a "demand") for a service
to be performed, the receiving processor, theoretically, has the full and
autonomous rights to refuse to execute that request. The reaction of proces-
sors to such requests for service is established by the operating system rules

of the receiving processor, not by the transmitter. This allows the recipient
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of a request to take 1nto consideration "local" conditions in making the
decision as to what actions to take. It is important to note that it is pos-
sible for a system to be physically loosely-coupled but logically tightly-
coupled due to the rules embodied in the component operating systems, e.g., a
permanent master/slave relationship is defined. The other reverse condition,

tight physical and loose logical coupling, is also possible.

1.3.2 Computer Networks

A computer network can be characterized as a physically loosely-coupled,
multiple-computer system in which the interconnection paths have been extended
by the inclusion of data communications links. Fundamentally there are no
differences between the basic characteristics of computer network systems and
other loosely-coupled systems other than the data transfer rates normally
provided. The transfer of data between two nodes in the network still
requires the active cooperation of both parties involved, but there is no
inherently required cooperation between the operation of the processors other

than that which they wish to provide.

1.3.3 Distributed Systems

Although there is a large amount of confusion, and often controversy,
over exactly what is a "distributed system,"™ it is generally accepted that a
distributed system is a multiple computer network designed with some upity of
purpose in mind. The processors, databases, terminals, operating systems, and
other hardware and software components included in the system have been inter-
connected for the accomplishment of an identifiable, common goal. That goal
may be the supplying of general-purpose computing support, a collection of
integrated applications such as corporate management, or embedded computer

support such as a real-time process control system.

This research program is concerned with a very specific subeclass of all
of the systems currently being designated "distributed." The environment of
interest here has been given the title "Fully Distributed Processing System"

or FDPS. Section 2 discusses the general characteristics of FDPS's.
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SECTION 2

INTRODUCTION TO FULLY DISTRIBUTED PROCESSING SYSTEMS

2.1 MOTIVATION OF THE FDPS CONCEPT

4 large number of claims have been made as to the benefits that will be
achieved with distributed processing systems. As pointed out above, this list
is very similar to the lists of "benefits to be achieved"™ with several earlier
computer technologies. However, each of those earlier solutions failed to
deliver its promises for various reasons. It was an examination of the "weak-
nesses" in the earlier concepts and the development of a set of prineciples to
overcome these obstacles that led to the concept of "Fully Distributed Proces-

sing Systems" or as it is commonly referred to "FDPS.™®

The principle of parallel (i.e., simultaneous and/or concurrent) opera-
tion of a multiplicity of resources continues to be perhaps the most important
goal. The unique feature of FDPS's is the means or environment in which this
is attempted. A distributed system should exhibit a continual increase in
performance as additional processing components are added. The users should
observe shorter response times as well as an increase in total system through-
put. In addition, the utilization of system resources should be higher as a
result of the system's ability to perform automatic load balancing servicing a
large quantity and variety of user work requests. A4 distributed system should
also permit the sharing of data between cooperating users and the making
available of specialized resources found only on certain processors. In
general, a distributed system should provide more facilities and a wider
variety of services than those that can be offered by any system composed of a
asingle processor [Hopp79]. Another important and highly desirable feature of
such a system 1is extensibility. Extensibility might be realized in several
different ways. The system might support modular and incremental growth
permitting flexibility in its configuration, or it might support expansion in
capacity, adding new functions, or both. Finally, it might provide for
incremental replacement and/or upgrading of system components, either hardware
or software. The executive control of the system is obviously the key to
attaining these goals, and it is in the area of executive control that some of

the most significant deficiencies of earlier systems have been found,
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The major weaknesses in the executive control of earlier forms of paral-
lel systems appear to result from an excessive degree of centralization of
control functions reflected in centralized decision making or centralized
maintenance of system status information or both of these., The net effect of
these aspects of control was to produce a rather tightly-coupled environment
in which resources often were 1idle waiting for work assignments and the
failure of one major component often resulted in catastrophic and total system
failure. The solution to this problem is to force a condition of very loose
coupling on both the logical/control decision making process as well as the
physical linkages of components. This property of "universal" loose coupling
results in an environment in which the various components are required to

operate in an autonomous manner.

If a single design principle must be identified as the most important or
central theme of FDPS design, it is component autonomy or "cooperative
autonomy" as described below. All of the other features of the definition of
Fully Distributed Processing Systems given below have resulted from determin-
ing what is required to support and utilize the autonomous operation of the

very loosely-coupled physical and logical resources,

2.2 IHE DEFINITION OF AR FDPS

Fully Distributed Processing Systems (FDPS) were first defined by Enslow
in 1976 [Ensl78] although the designation "fully" was not added until 1978
when it became necessary to clearly distinguish this class of distributed
processing from the many others being presented. An FDPS is distinguished by

the following characteristics:

1. Multiplicity of resocurges: an FDPS is composed of a mul-
tiplicity of general-purpose resources (e.g., hardware and
software processors that can be freely assigned on a short-term
basis to various system tasks as required; shared data bases,
ete.).

2. Component Ainterconnection: the active components in the FDPS

are physically interconnected by a communications network(s)
that utilizes two-party, cooperative protocols to control the
physical transfer of data (i.e., loose physical coupling).

3. DOnity of control: the executive control of an FDPS must define
and support a unified set of policies (i.e., rules) governing
the operation and utilization or control of all physical and
logical resources.
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y, System transparency: users must be able to request services by
generic names not being aware of their physical location or

even the fact that there may be multiple copies of the resour-
ces present. (System transparency is designed to aid rather
than inhibit and, therefore, can be overridden. A user who is
concerned about the performance of a particular application can
provide system specific information in order to aid in the
formulation of management control decisions.)

5. Component autonomy: both the logical and physical components
of an FDPS should interact in a manner described as

"cooperative autonomy"™ [Clar80, Ensl78]. This means that the
components operate in an autonomous fashion requiring c¢oopera-
tion among processes for the exchange of information as well as
for the provision of services. In a cooperatively autonomous
control environment, the components are afforded the ability to
refuse requests for service, whether they be execution of a
process or the use of a file. This could result in anarchy
except for the fact that all components adhere to a common set
of system utilization and management policies expressed by the
philosophy of the executive control.

2.2.1 Discussion of the Definitiopal Criteria

In order for a system to qualify as being fully distributed it must pos-

sess all five of the criteria presented in this definition.

2.2.1.1 Multiple Resources and Their Utilization

The requirement for resource multiplicity concerns the assignable
resources that a system provides. Therefore, the type of resources requiring
replication depends on the purpose of a system. For example, a distributed
system designed to perform real-time computing for air traffic control
requires a multiplicity of special-purpose air traffic control processors and
display terminals. It 1is not required that replicated resources be exactly

homogenous, however, they must be capable of providing the same services.

In addition to this multiplicity, it is also required that the system
resources be dynamically reconfigurable to respond to a component failure(s).
This reconfiguration must occur within a "short" period of time s0 as to
maintain the functional capabilities of the overall system without affecting
the operation of components not directly involved. Under normal operation the
system must be able to dynamically assign its tasks to components distributed

throughout the system. '

The extent to which resources are replicated can vary from those systems
where none are replicated (got a fully distributed system) to systems where

all assignable resources are replicated. In addition, the number of copies of

»
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a particular resource can vary depending on the system and type of resource.
In general, the greater the degree of replication, particularly of resources
in high demand, the greater the potential for attaining benefits such as
increased performance (response time and throughput), availability,

reliability, and flexibility [Ensl781.

2.2.1.2 Component Interconnection and Cpmmunication

The extent of physical distribution of resources in distributed systems
can vary from the length of connection between components on a single
integrated chip to the distance between two computers connected through an
international network. In addition, interconnection organizations can vary
from a single bus to a complex mesh network. Since a component in a
distributed system communicates with other components through its own logical
process, all physical and logical resources can be thought of as processes,
and interactions between resources can be referred to as interprocess com-
munication [Davi79]. For example, an application program interacting with
processors and data files is accomplished through communication between

logical processes.

Both the physical and logical coupling of the system components are
characterized as "extremely 1loose." "Gated® or "master-slave" control of
physical transfer is not allowed. Communication, i.e., the physical transfer
of messages, is accomplished by the active cooperation of both the sender and
addressees. The primary requirement of the intercommunication subsystem 1is
that it support a two-party cooperative protocol. This is essential to enable

the system's resources to exist in cooperative autonomy at the physical level.

The advantages of using a message-based (loosely-coupled) communication
system with a two-party cooperative protocol include reliability,
availability, and extensibility. The disadvantage is the additional overhead
of message processing incurred to support this method of communication. There
are a variety of interconnection organizations and communication techniques
that can be used to support a message-based system with a two-party

cooperative protocol.

2e2«1.3 Unity of Control
In a fully distributed data processing system, individual processors
will each have their own 1local operating systems, which may or may not be

unique, that control local resources. As a result, control is distributed
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throughout the system to components that operate autonomously of one another.
However, to gain the benefits of distributed processing it is required that
the autonomous components of the system cooperate with each other to achieve
the overall objectives of the system. To insure this, the concept of a high-
level operating system was created to integrate and unify, at least concep-

tually, the decentralized control of the system.

A high-level operating system is essential to successfully implementing
a distributed processing system. This operating system is not a centralized
block of code with strong hierarchical control over the system, but rather it
is a well-defined set of policies governing the integrated operation of the
system as a whole. To insure reliable and flexible operation of the system,
these policies should be implemented with minimal binding to any of the

system's components [Ensl78].

What policies are required and how they should be implemented depends
greatly on the system. For example, if it is a general-purpose system sup-
porting interactive users, then a command interpreter and a user control
language will be required to make the system's components compatible and

transparent to the user.

2.2.1.4 Transparency of System Control
The high-level operating system also provides the user with his inter-
face to the distributed system. As a result, the user is accessing the system

as a whole rather than just a host computer in the network.

In order to increase the effectiveness of the distributed system, the
actual system is made transparent, and the user is presented with a virtual
machine and a simplified command language to access it. The user uses this
language to request services by name and does not have to specify the specific
server to be used. Clearly, the same request might be assigned a different
server depending on the state of the total system when the request is made.
However, to make the system truly effective for all users, knowledgeable
individuals must be able to interact with the system more intimately, request-
ing specific servers or developing service routines to increase the efficiency

or effectiveness of the system [Ensl78].

2.2.1.5 Cooperative Autonomy
Cooperative autonomy has already been described at the physical inter-

connection level, It is also required that all resources be autonomous at the
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logical control level. That is, a resource must have full control of itself
in determining which requests it will service and what future operations it
will perform. However, a resource must also cooperate with other resources by
operating according to the policies of the high-level operating system.
Cooperative autonomy 1is an essential prerequisite for systems to have fault
tolerance and high degrees of extensibility [Ensl78]. It is perhaps the most
important as well as the most distinguishing characteristic of a fully

distributed processing system.

2.2.2 Effects on System Organization
Although the detailed design of the hardware and software required to

implement an FDPS is still in progress, it has been possible for scme time to
identify certain characteristics that these components must have. One area in
which certain criteria already appear reasonably well defined is the nature of
the organization of the following system components:

- Hardware
- System control software
-~ Data bases

It should be noted that a number of definitions and descriptions of
distributed systems in general are based on the principle that one or more of
these components is physically distributed. (Some such discussions add to
this 1list a fourth component -~~~ "processing or function;" however, consider-
ing the distribution of processing independent from the distribution hardware
is quite improper. Why distribute the hardware if it will not have some func-
tion to perform; similarly, how can the processing be distributed without a
corresponding distribution of the hardware? That would be processing on a

truly "virtual machine.")

An important characteristic of an FDPS is that, in order to meet the
definitional criteria given above while also attempting to provide as many as
possible of the benefits listed in Table 1, all of the three components listed
above must be physically distributed and the degree of distribution must in
each case exceed a reasonably well-defined threshold. A diagram illustrating
this requirement is shown in Figure 1. The various organizations of each com-
ponent identified and positioned along each axis is not meant to be an
exhaustive list., These points are listed to better identify the relative
location of the three thresholds defining the volume of space occupied by
FDPS's. (It might also be noted that it seems quite proper tc¢ characterize

Georgia Institute of Technology FDPS Control Models



Section 2 INTRODUCTION TO FULLY DISTRIBUTED PROCESSING SYSTEMS Page 15

any system that is not in the "origin cube” as being "distributed" to some

degree. )
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2.3 IMPLICATIONS OF THE FDPS DEFINITION ON CONTROL
2.3.1 General Nature of FDPS Executive Control

Several of the characteristics of an FDPS are found to directly impact
the design and implementation of the executive control for such a system.
These include system transparency to the user, extremely 1loose physical and
logical coupling, and cooperative autonomy as the basic mode of component
interaction. System transparency means that the FDPS appears to a user as a
large uniprocessor which has available a variety of services. It must be pos-
sible for the user to obtain these services by naming them withouf specifiying
any information concerning the details of their physical location. The result
is that system control is left with the task of 1locating all appropriate
instances (copies} of a particular resource and choosing the instance to be

utilized.

"Cooperative autonomy" is another characteristic of an FDPS heavily
impacting its executive control. The "lower-level™ control functions of both
the logical and physical resource components of an FDPS are designed to
operate in a "cooperatively autonomous™ fashion. Thus, an executive control
must be designed such that any resource is able to refuse a request even
though it may have physically accepted the message containing that request,
Degeneration into total anarchy is prevented by the establishment of a common
set of criteria to be followed by all resources in determining whether a
request is accepted and serviced as originally presented, accepted only after

bidding/negotiation, or rejected.

Another important FDP3 characteristic that definitly affects the design
of its executive control is the extremely loose coupling of both physical and
logical resources. The components of an FDPS are connected by communication
paths of relatively low bandwidth. The direct sharing of primary memory
between processors is not acceptable. Even though the logical coupling could
still be loose with this physical interconnection mechanism, the presence of a
single critical hardware element, the shared memory would create fault-
tolerance limitations. All communication takes place over "standard"
input/output paths. The actual data rates that can be supported are primarily
a function of the distance between processors and the design of their
input/output paths. In any event, the transfer rates possible will probably

be much less than memory transfer rates. This implies that the sharing of
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information among components on different processors is greatly curtailed, and
system control is forced to work with information that is usually out-of-date

and, as a result, inaccurate.

The control of an FDPS requires the action and cooperation of components
at all layers of the system. This means that there are elements of FDPS
control present in the lowest levels of the hardware as well as software com-
ponents., This paper is primarily interested in the software components of the

FDPS control which are typically referred to as "the executive control."

The executive control is responsible for managing the physical and
logical resources of a systenm. It accepts user requests and obtains and
schedules the resources necessary to satisfy a user's needs. As mentioned
earlier, these tasks are accomplished so as to unify the distributed com-
ponents of the system into a whole and provide system transparency to the

user.

2.3.2 Mhy Not Centralized Control?

Why then is a centralized method of control not appropriate? 1In systems
utilizing a centralized executive control, all of the control processes share
a single coherent and deterministic view of the entire system state. An FDPS,
though, contains only loosely-coupled components, and the communication among
these components is restricted and subject to variable time delays. This
means that one cannot guarantee that all processes will have the same view of
the system state [Jens78]. 1In fact, it is an important characteristic of an

FDPS that they will not have a consistent view,

A centralized executive control weakens the fault-tolerance of the
overall system due to the existence of a single critical element, the
executive control itself. This obstacle, though, is not insurmountable for
strategies do exist for providing fault-tolerance in centralized applications.
Garcia~-Molina [Gare79], for example, has described a scheme for providing
fault-tolerance in a distributed data base management system with a
centralized control. Approaches of this type typically assume that failures
are extremely rare events and that the system can tolerate the dedication of a
relatively long interval of time to reconfiguration. These restrictions are
usually wunacceptable in an FDPS environment where it is important to provide

fault-tolerance with a minimum of disruption to the services being supported.
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Also, the extremely important issue of overall system performance must
be considered. A distributed processing system is expected to utilize a large
quantity and a wide variety of resources. If a completely centralized
executive control is implemented, there is a high probability that a
bottleneck will be created in the node executing the control functions. A
distributed and decentralized approach to control attempts to remove this bot-
tleneck by dispersing the control decisions among multiple components on

different nodes.

2.3.3 Distributed vs. Decentralized

This paper advocates utilizing an approach for the control of an FDPS
that is both distributed and decentralized. There is a clear distinetion
between the terms "distributed™ and "decentralized" as they are used in the
context of this project. "Distributed control" is characterized by having its
executing components physically located on different nodes. This means there
are pultiple loci of control actlvity. In "decentralized control,™ on the
other hand, control decisions are made independently bv separate components at
different locations. In other words, there are mpultiple loci of control
degision making. Thus, distributed and decentralized control has active com-
ponents located on different nodes and those components are capable of making

independent control decisions.

2.4 AN FDPS APPLICATION ——— DATA FLOW PROCESSING

The operating characteristics specified for an FDPS appear to be
especially suited to applications composed of cooperating processes that may
be executed simultaneously. One class of such applications have been referred
to as data flow networks [Denn78, Nels78]. They utilize the independence of
the processors combined with the implicit potential for parallel operation of
data flow networks to improve performance. In addition to potentially improv-
ing performance, the data flow approach often provides a more natural method
for expressing a solution to a particular problem. Other systems, including
ADAPT [Peeb80], Medusa [Oust80], and TRIX [Ward80], have been designed to ser-
vice similar types of applications. An application of this type can be
expressed either as a command level program [Akin78] or a program in a high
level 1language [Feld79, Macc80]. The execution of individual processes may
result from the invocation of files containing either executable code or com-

mands. In such a system, calls to other processes (executable files or com-
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mand files) can originate from any process, and the nesting of such calls is

unlimited.

2.5 PROJECT SCOPE AND ORGANIZATION OF THIS REPORT

Following these two sections of introductory comments, this report
discusses the results of an initial study of distributed and decentralized
control including, where appropriate, material concerning the results of other
projects in the Georgia Tech Research Program on Fully Distributed Processing
Systems (FDPS). This initial study of FDPS control has been focused primarily
on the qualitative aspects of various forms and implementations of control.
The project description is as follows:

"Define and refine existing models of distributed and decentralized
control and develop new models as appropriate to provide a
capability of fault tolerance, automatic reconfiguration, and
dynamic control.™

It is important to note that very few "existing models of distributed
control™ have been identified and those that have been located are so incom-
pletely defined that this project has proceeded primarily by defining can-
didate models while attempting to develop a suitable taxonomy of other pos-
sible models, Since this project was undertaken fully cognizant that a
quantitative study of the models would follow immediately, it is felt that the
development of such a taxonomy will help to insure that no significant

variations are overlooked,

2.5.1 Discussion of FDPS Models

Along with the development of the various models for distributed and
decentralized control, the FDPS team is also developing total system models.
These system models provide an essential part of the description of the total
environment within which the executive control must operate. Although it is
clear at this time that these system models are still evolving, descriptions

of their present versions are presented in Section 3.

2.5.2 Issues in Decentralized Control

Although most readers probably have some understanding of the functions
of the executive control in a centralized system, the overall effects of the
distributed environment and the set of totally new requirements placed on a
decentralized executive control are perhaps not so obvious. The purpose of

Section 4 is to discuss the effects of the operating environment and to
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explicitly identify as many as possible of the new control requirements and

limitations as well as variations from centralized control models.

2.5.3 Hork Requests

There is a strong relationship between the forms of work requests that
the distributed system is expected to process and the capabilities required in
the control model. Section 5 focuses on the variations possible in the work
requests leaving the discussion of the resulting effects on the operation of

the executive control until Section 7.

2.5.4 Characteristics of a Decentralized Control Model

Section 6 of this report presents and discusses those attributes that
distinguish various models in the present catalog of decentralized control
models. (Note that this is not presented as a complete "taxonomy.") The
attributes are characterized in terms of the information that needs to be
maintained and the decisions that must be made by an executive control. Also
discussed in this section are some of the operational aspects of the models

identified thus far.

2.5.5 Control Model Functions

It is during a detailed discussion of the functions performed by an
executive control that many of the aspects of decentralized control are best
highlighted. In Section 7 discussion of the individual operations are
presented and then representative examples of functions such as task graph
building are discussed. (A task graph is used to maintain information about
the processes being utilized to satisfy a work request. See Paragraph 7.1 for
a more complete definition of task graphs.) Experience has shown that many
individuals do not fully grasp the significance of distributed and
decentralized control until they study examples such as those presented in

Section T.

2.5.6 Example Control Models
A few specific control models that have been developed thus far are
presented in Section 8. These include control models advanced by other

research teams as well as several developed in the FDPS research progranm.

2.5.7 Control Model Evaluation

Immediately following this survey of control models the various models
will be evaluated. Section 9 presents a preliminary discussion of some of the

evaluation criteria to be applied.
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SECTION 3

FDPS SYSTEM MODELS

3.1 INTRODUCTION

Models serve extremely important, if not essential, roles in the
development of complex systems. This is especially true for systems in which
the effects of complexity are further complicated by inconsistencies,
ambiguities, and incompleteness in the use of the terms that are employed to
describe the structure as well as the operation of the systems involved and
the components thereof. Suitable models are valuable, if not essential, tools
to support and clarifyy such discussions. When examining or using any model,
it 1is equally important to recognize that it may have been prepared or
developed for a specifiec purpose (e.g., logical or physical description,
simulator design, implementation guide, etc.) and may not be totally suitable

for other uses.

3.1.1 Why a "New" Model and "New" Terminology?

Since the concepts of "full distribution" were first conceived over four
years ago, members of the FDPS project have been plagued by severe problems in
explaining the significance of various aspects of the definition of an FDPS.
Most of these problems have been caused by the difficulties in clearly com-
municating the extremely important differences between "fully" distributed
systems and those that are merely "distributed."™ These problems in understan-
ding appear often to result from the "listener™ incorrectly equating certain
aspects of FDPS operation with those of a similarly appearing distributed
system. Such misunderstandings are not totally unreasonable, for some of the
most significant differences are quite subtle. One highly desirable effect
anticipated from "new" system models and "new" terminology is to prevent, or
at least make less likely, these undesirable associations with existing system

concepts.

3.1.2 Approaches fo Modelling
There are a number of approaches that may be followed in the development
of a system model. The selection of the approach to be taken is based on the

intended use of the model and the nature of the system being modelled.
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3.1.2.1 Scenario or Flow Chart Models

Certainly one of the most commonly encountered models is the simple flow
chart. A flow chart depicts the thread or threads of processing that the
system will perform in response to a given set of inputs. A flow chart is
probably the best method to illustrate or model the sequence of processing

activities involved in a transaction processing or similar fype system.

3.1.2.2 Structure Models

Logical and physical structure models are focused more on the organiza-
tion and modularization of the processing software and hardware than on the
actual processing those modules perform. Perhaps the most important use of
structure models 1is in the partitioning of functionality and code for

implementation.

3.1.2.3 Interaction Models

Interaction models which focus on the relaticnships between software and
hardware processing entities are becoming quite popular in the area of com-
puter networks; however, they are certainly not 1limited to Jjust those
applications. The basic principle employed in the development of these models
is 1layering with interactions between pairs of peer layers and sets of
adjacent layers being specified.: The operation and functionality provided by

each layer is defined in terms of its protocols and interfaces.

The rules and procedures defining the interactions between peer layers
are known as "protocols," whereas "interfaces"™ define the boundaries and
procedures for interaction between adjacent layers. (See Figure 2) (This
usage of the term "interface" is consistent with its definition as the boun-
dary between dissimilar entities.) To complete the system description at this
level of abstraction, the 1interfaces are defined in terms of the services

provided by a lower layer and the services provided to a higher layer.

It should be noted that in the area- of computer networking, the combina-
tion of a complete set of protocols and a complete set of interfaces is

referred to as a "network architecture."

Preparing a layered model with defined interfaces and protocols is no
guarantee that a "clean" layering structure will result. A classic example of
this is the ARPANET layers of protocol shown in Figure 3. Although they all
make use of the Host-to-IMP protocol, there are many instances in ARPANET in

which layers are bypassed completely.
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FDPS SYSTEM MODELS

Section 3
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(ICP)

! !
! Remote |
! Job |
| Entry ]
! |
i !
File ! '
Transfer | |
Protocol | Telnet |
(FTP) | !
| i |
| ! Initial !
] ] Connection |
| ! Protocol !
] ! ]
! ! |

|
Host-to-Host !
1
1

Host-to-IMP (Interface Message Proceasor)

e . ——— A Mmap ——— A —— —e— - SRS mem S W— e P e A —
—— T —— — ——— ———— — e S SO S A e T e A - it S —

Figure 3. The ARPANET Protocol Layers
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3.1.2.4 Performance and Mathematical Models
Obviously, the objective or purpose of this class of models is to

provide tools to examine, and usually quantify, the performance of a system.

3.1.2.5 Summary of Model Types

The various types of models discussed above do not represent different
ways to accomplish the same task. Although there is some common information
found in or derivable from two or more of the various type of models, each is
actually focused on quite different aspects of the system description.

~ Physical structure model: Depicts the manner in which the various

hardware and software components are partitioned and packaged.

- Logical structure model: Focuses on the functionality provided by
the hardware and sof'tware components and how they may be logically
organized into modules,

-~ Scenario or flow chart model: Depicts the sequence of processing
actions taken on the data.

- Interaction model: Focuses on the interactions between processing
entities --- services provided to or received from adjacent layer
entities and the protocols governing the communication and
negotiations that can occur between corresponding peer layers.

- Analytic model: Focuses on the performance of complete systems or
sSubsystems. Often the external performance characteristics of the
system being modelled are available.

- Simulation model: Depicts a system or subsystem by modelling as
close as possible the operations that it performs. Provides more

internal detail than an analytic model.

3.2 OTHER MODELS

Although the work on FDPS models has certainly been strongly influenced
by the numerous existing "models" of multiprocessors, multiple computer
systems, and computer networks, there has been very little influence from
other "distributed system" models since few of these have been developed to
the point that they can be closely analyzed. One model that has had a great
deal of influence on the development of the FDPS models, at least in guiding
the manner in which those models are presented, is the "Reference Model for
Open System Interconnection" developed by Sub-Committee 16 of the Inter-

national Standards Organization Technical Committee 97.

3.2.1 The IS0 Reference Model for OSI
The IS0 Reference Model, a layered-interaction model, is being prepared

by Sub-Committee 16 to establish a framework for the development of standard
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protocols and interfaces as appropriate for the interconnection of
heterogeneous nodes in an "open" computer network and the intercommunication
between the processes in these nodes. (This model is almost totally focused
on the IPC process, i.e., interprocess communication.) The ISO model is a

7-layer structure as shown in Figure 4.

Although the IS0 Reference model has been influential in providing ideas
and concepts applicable to a layered model of an FDPS, there are two major
factors limiting its direct applicability:

1. The ISO model is almost totally concerned with communication
between the nodes of a network. Some references are made to
higher level protocols in the applications layer, but these are
not a part of the IS0 model.

2. Although it is not explicitly stated, there appears to be a
general assumption in the ISO model of a degree of coupling
that is tighter than that anticipated for an FDPS. (This com-
ment also applies to nearly all of the current network
architectures --- even those that include application layer
protocols.)

3.2.2 Protocol Hierarchies
As stated above, the IS0 Reference Model addresses only a subset of the

protocols and interfaces that will be found in a complete distributed system.

A more complete picture is shown in Figure 5.

3.3 IHE FDPS MODELS
3.3.1 The FDPS Logical Model

The current version of the FDPS logical model is organized into five
layers above the "physical interconnection" layer. (Figure 6) The important
or significant characteristics of this logical model are:

1. It is also a rudimentary layered-interaction model; however, to
be useful, the interaction model must eventually delineate more
layers.

2. The operating system has been divided into two parts based on a
division of functionality and responsibilities:

a. The Local Operating System (L0OS) is responsible
for the detailed control and management of the
users and resources at a single node.

b. The Network Operating System (NOS) is
responsible for interactions between this node
and all others.
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3. The correlation of FDPS layers and ISO layers is the following:

FDPS Layers IS0 Lavers
Users and Resources
Local Operating System Application

Network Operating System

Message Handler Presentation
Session

Transport
Message Transporter Network

Data Link

Physical

3.3.2 Ap FDPS Physical Model

One of the possible physical models for an FDPS operating system is
shown in Figure 7. This is a good example of how logical models and physical
models may differ in their modularization. In Figure 7, the division between
the LOS and NOS layers of the 1logical model runs horizontal through the
MANAGERS in the physical model.

3.3.3 The FDPS Interaction Model

All of the individual layers of the FDPS interaction model have not yet
been identified; however, a more detailed list of the protocols that may be
loosely related to Figure 5 is given in Figure 8. This list of protocols is
especially significant to the FDPS research project since it identifies those

specific areas in which work must be done.
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NOS System Calls by the LOS

— hew Shew mmmn ——— —— —
— e v — S —— — ——

| P P }
| Resources b | | Resources !
| & Users I ! | & Users !
i P P }
->I I Resource o !<-
i Local bl Sharing b Local ]
| Operating | [<e—=== and -===>! | Operating |
| System 1 Host-to-Host b Systen d
! P Protocols Vo |
| i P |
| Network ol ! |  Network |
! Operating | | ! | Operating |
|  System ! | | System !
i | b !
! Y Communication Pl !
| Presentation | |<{e====- Protocols —===- >} | Presentation |
! Y P S !
! I T I |
| Session P P Session !
! bbb i |
! ! { |{=== Transport -->{ | | !
| Transport | | | Protocols ! | | Transport |
i T I i
| P b7 !
! Network I ! 1| Network |
i T R - !
i ! ! !
| Data Link ! } Data Link !
| | | i
| ' ! i
| Physical ! |  Physical |
| | | !
| i
] Interconnection Media !
] |
Communications
1< Sub-net >1
Protocols

Figure 5. A "Complete" Protocol Hierarchy

Georgia Institute of Technologv FDPS Cantral Madels



Page 30 FDPS SYSTEM MODELS Section 3
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SECTION 4

ISSUES IN DISTRIBUTED CONTROL

Before examining specific aspects of executive control in an FDPS, a
look at some of the various issues of distributed control 1is appropriate.
There are three primary issues that require examination: 1) the effect of the
dynamics of FDPS operation on an executive control, 2) the nature of the
information an executive control must maintain, and 3) the principles to be

utilized in the design of an executive control.

4.1 DYNAMICS

Dynamics 1is an inherent characteristic of the operation of an FDPS.
Dynamics are found in the work load presented to the system, the availability
of resources, and the individual work requests submitted. The dynamic nature
of each of these provides the FDPS executive control with many unique

problems.

4.1.1 Workload Presented to the Svstem

In an FDPS, work requests can be generated either by users or active
processes and can originate at any node. Such work requests potentially can
require the use of resources on any processor. Thus, the collection of
executive control procedures must be able to respond to requests arriving at a
variety of locations from a variety of sources. Each request may require
system resources located on one or more nodes, not necessarily including the
originating node. One of the goals of an FDPS executive control is to respond
to these requests in a manner such that the load on the entire system is

balanced.

4.1.2 Availability of Resources

Another dynamic aspect of the FDPS environment concerns the availability
of resources within the system. As mentioned above, a request for a service
to be provided by a system resource may originate at any location in the
systemn. In addition, there may be multiple copies of a resource or possibly
multiple resources that provide the same functionality ie.g., there may be
functionally equivalent FORTRAN compilers available on several different
nodes). Since resources are not immune to failures, the possibility of losing
existing resources or gaining both new and old resources exists. Therefore,

an FDPS executive control must be able to manage system resources in a dynamic
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environment in which the availability of a resource is unpredictable.

4.1.3 Individual Work Requests

Finally, the dynamic nature of the individual work requests must be
considered. As mentioned above, these work requests define, either directly
or indirectly, a set of cooperating processes which are to be invoked. An
indirect definition of the work to be done occurs when the work request is
itself the name of a command file or contains the name of a command file in
addition to names of executable files or directly executable statements. A
command file contains a collection of work requests formulated in command
language statements (see Figure 10 for a description of the syntax for a
suitable command language) that are interpreted and executed when the command
file is invoked. The concept of a command file is similar to that of a

procedure file which is available on several current systems.

Management of the processes for a work request thus includes the pos-
sibility that one or more of the processes are command files requiring command
interpretation. The presence of command files will also result in the
inclusion of additional information in the task graph or possibly additional
task graphs. (See paragraph 7.5 for a discussion of the impact of command

files on the task graph.)

An important objective of work request management is to control the set
of processes and do so in such a manner that the inherent parallelism present
in the operations to be performed is exploited to the maximum. In addition,

situations in which one or more of the processes fail must also be handled.

4.2 INFORMATION

All types of executive control systems require information in order to
function and perform their mission. The characteristics of the information
available to the executive control is one aspect of fully distributed systems
that result in the somewhat unique control problems that follow:

1. Because of the nature of the interconnection links and the
delays inherent in any communication process, system informa-
tion on hand is always out of date.

2. Because of the autonomous nature of operation of all com-
ponents, each processor can make "its own decision™ as how to
reply to an inquiry; therefore, there is always the possibility
that information received is incomplete and/or inaccurate.

3. Because of the inherent time delays experienced in exchanging
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information among processes on different nodes, some informa-
tion held by two processes may conflict during a particular
time interval,.

4.3 DESIGN PRINCIPLES

Designing the system control functions required for the extremely
loosely-coupled environment of an FDPS and implementing those functions to
operate in that environment will certainly require the application of some new
design principles in addition to those commonly utilized in operating systems
for centralized systems. These design principles must address at least the
two distinguishing characteristics of FDPS's:

- System information available, and
- Nature of resource control
4.3.1 System Information
The various functions of an FDPS executive control must be designed

recognizing that system information is:

"Expensive" to obtain
Never fully up-to-date
Usually incomplete
Often inaccurate

A1l of these characteristics of system information result from the fact
that the components providing the information are interconnected by relatively
narrow bandwidth communication paths (see paragraph 2.3.1) and that those com-
ponents are operating somewhat autonomously with the possibility that their
state may change immediately after a status report has been tansmitted.
Further, it \is important to note that the mere existence (or disappearance) of
a resource is not of interest to a specific component of the FDPS executive

control until that component needs that information.

The design principles applying to system information that have been
identified thus far include the following:
1. Economy of communication: ask for only the information
required.

2. Resiliepncy: be prepared to recover and continue in the absence
of replies.

3. Flexibility: be prepared to recover and continue if the
information provided proves to be inaccurate when it is
utilized.
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4.3.2 Resource Control

Since all of the resources are operating under local control under the
policies of cooperative autonomy, all requests for service, or the utilization
of any resource such as a file, must be effected through negotiations that
culminate in positive acknowledgements by the server. In all instances, the
control function requesting a service or a resource must be prepared for

refusal.
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SECTION 5

CHARACTERIZATION OF FDPS WORK REQUESTS

5.1 IHE WORK REQUEST

One of the goals of an FDPS is the ability to provide a hospitable
environment for solving problems that allows the user to utilize the natural
distribution of data to obtain a solution which may take the form of an
algorithm consisting of concurrent processes. The expression of the solution
is in terms of a work request that describes a series of cooperating proces-
ses, the connectivity of these processes (how the processes communicate), and
the data files utilized by these processes. This description involves only
logical entities and does not contain any node specific information. A
description of one command language capable of expressing requests for work in

this fashion can be found in [Akin78] (see Figure 10).

5.2 IMPACT OF THE WORK REQUEST ON THE CONTROL

The nature of allowable work requests (not Jjust the syntax but what can
actually be accomplished via the work request) determines to a 1large extent
the functionality of an executive control. Therefore, it is important to
examine the characteristics of work requests and further to see how variations
in these characteristics impact the strategies utilized by an FDPS executive

control.

Five basic characteristics of work requests have been identified:

1. the external visibility of references to resources required by
the task,

2. the presence of any interprocess communication (1IPC)
specifications,

3. the number of concurrent processes,

4. the nature of the connectivity of processes, and

5. the presence of command files.
5.2.1 Yisibility of References f£o Resources

References to the resources required to satisfy a work request may

either be visible prior to the execution of a process associated with the work
request or embedded in such a manner that some part of the work request must
be executed to reveal the reference to a particular resource. A resource is

made "visible™ either by the explicit statement of the reference in the work
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request or through a declaration associated with one of the resources
referenced in the work request. An example of the latter means of visibility
is a file system in which external references made from a particular file are
identified and stored in the "header™ portion of the file. In this case, the

identity of a reference can be obtained by simply accessing the header.

The greatest impact of the visibility characteristic of resource
requirements occurs in the construction of task graphs and the distribution of
work. The time at which resource requirements are detected and resolved
determines when and how parts of the task graph can be constructed.
Similarly, some work cannot be distributed until certain details are resolved.
For example, consider a case where resource references cannot be resolved
until execution time. Assume there exists two processes X and Y where process
X has a hidden reference to process Y. An executive control cannot consider Y
in the work distribution decision that is made in order to begin execution of
X. The significance of this is that certain work distribution decisions may
not be "globally optimal" because total information was not avallable at the

time the decision was made.

5.2.2 Ihe Number of Copeurrent Processes

A work request can either specify the need to execute only a single
process or the execution of multiple processes which may possibly be executed
concurrently. Obviously with multiple processes, more resource availability
information must be maintained; and there is a corresponding increase in the
data to the work distribution and work allocation phases of control. In
addition, the complexity of the work distribution decision algorithm increases
with more resources needing to be allocated and multiple processes needing
scheduling. The complexity of controlling the execution of the work request
is also increased with the presence of multiple processes since the control

must monitor multiple processes for each work request.

5.2.3 Ihe Presence of Interprocess Communication

The problems described in the previous paragraph are amplified by the
presence of communication connections between processes. When interprocess
communication is described in a work request, the work distribution decision
must consider the requirement for communication links. In addition, a com-
promise must be made in order to satisfy the conflicting goals of maximizing

the inherent parallelism of the processes of the work request and minimizing
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the cost of communication among these processes. The control activity
required during execution is also impacted by the presence of interprocess
communication. It must provide the means for passing messages, buffering mes-
sages, and providing synchronization to insure that a reader does not under-

flow and a writer does not overflow the message buffers.

5.2.4 The Nature of Process Connectivity

There are a variety of techniques available for expressing interprocess
communication ineluding pipes (see [RiteT78)) and ports {see [Balz71, HaveT8,
Suns77, Zuck77]). There are a number of approaches to realizing these
different forms of interprocess communication. The main impact on an

executive control, though, 1is 1in those components controlling process

execution.
5.2.5 The Presence of Command Files

A command file is composed of work requests. Execution of a work
request that references a command file results in a new issue dealing with the
construction of task graphs. This issue is concerned with whether a new task
graph should be constructed to describe the new work request or should these
new processes be included in the old task graph. The differences between
these two approaches becomes important during work distribution. It is
assumed that the work distribution decision will be made only with the
information available in the task graph. Thus, with the first approach, only
those tasks 1in the new work request are considered while the second approach
provides the ability to take into consideration the assignment of tasks from

previous work requests.

5.3 A CLASSTIFICATION OF WORK REQUESTS

This examination of the characteristics of FDPS work requests has lead
to the identification of five basic attributes which have significant impact
on an executive control. In Figure 9, all possible types of work requests are
enumerated resulting in 32 different forms of work requests. It should be
noted, though, that 16 of these (those with an asterisk beside the task num-

ber) contain conflicting characteristics and thus are impossible.
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SECTION 6

CHARACTERISTICS OF FDPS CONTROL MODELS

6.1 APPROACHES TO IMPLEMENTING FDPS EXECUTIVE CONTROL

There are two basically different approaches available for implementing
an operating system for a distributed processing system, the base~level
approach and the meta-system approach [Thom78]. The base-level approach does
not utilize any existing software and, therefore, requires the development of
all new software. This includes software for all local control functions such
as memory management and process management. In contrast, the meta-system
approach utilizes the "existing" operating systems (called local operating
systems (LOS)) from each of the nodes of the system. Each LOS is "interfaced®
to the distributed system by a network operating system (NOS) which is
designed to provide high level services available on a system-wide basis. The
meta-system approach is usually preferred due to the availability of existing
software to accomplish local management functions, thus, reducing development
costs [Thom78].

Figure 6 depicts a logical model applicable to an FDPS executive control
utilizing either approach. The LOS handles the low-level (processor-specific)
operations required to directly interface with users and resources. In the
meta-system approach, the LOS represents primarily the operating systems
presently available for nodes configured in stand-alone environments. The LOS
resulting from a base-level approach has similar functionality; however, it
represents a new design, and certain features may be modified in order to
allow the NOS to provide certain functions normally provided by the LOS. Any
"network" operations are performed by the NOS. System unification is realized
through the interaction of NOS components, possibly residing on different
processors, acting in cooperation with appropriate LOS components. Communica-
tion among the components is provided by the message handler which utilizes

the message transport services.

6.2 INFORMATION REQUIREMENTS

Two types of information are required by an executive control, informa-
tion concerning the structure of the set of tasks required to satisfy the work
request and information about system resources. This data is maintained in a

variety of data structures by a number of different components.
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6.2.1 Information Requirements for HWork Requests

Each work request identifies a set of cooperating tasks, nodes in a
logical network that cooperate in execution to satisfy a request and the con-
nectivity of those nodes. Figure 10 illustrates the notation used in this
project to express work requests. An example of a work request using this
notation is presented in Figure 11. Work requests as linear textual forms can
be easily accepted and manipulated by the computer system; however, task
graphs, which are an internal control structure used to describe work
requests, must be represented in a manner such that the linkage information is
readily available, This can take the form of the explicit linking of node

control blocks (Figure 12) or an interconnection matrix (Figure 13).

Information concerning a particular task, i.e., 1logical node, is
maintained in a node control block (Figure 12). Associated with each logiecal
node is an execution file, a series of input files, and a series of output
files, The node control block contains information on each of these entities
that includes the name of the resource, the locations of possible candidates
that might provide the desired resource, and the location of the candidate
resource chosen to be utilized in the satisfaction of the work request. In
addition to this information, the node control block maintains a desecription
of all interprocess communication (IPC) in which the node is a party. This
consists of a list of input ports and output ports., (Interprocess communica-
tion is a term describing the exchange of messages between cooperating proces-
ses of a work request.) Typically, a message is "sent" when it is written to
the output port of a process. The message is then available for consumption
by any process possessing an input port that is connected to the previously
mentioned output port. The message is actually consumed or accepted when the

process owning the connected input port executes a READ on that port.

A global view of interprocess communication is provided by the node
interconnection matrix (Figure 13). This structure indicates the presence or
absence of an IPC link between an output port of one node and an input port of
another node. Thus, links are assumed to carry data in only a single direc-

tion.

An example of a task graph resulting from the work request in Figure 11
utilizing the direct linking of node control blocks is presented in Figure 14,

Figure 15 illustrates the utilization of an interconnection matrix.
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<work request> ::= [ <logical net> { ; <logical net> } ]

<logical net> ::= <logical node> { <node separator>
{ <node separator> } <logical node> }

<node separator> ::= , | <pipe connection>

<pipe connection> ::= [ <port> ] '|{' [ <logical node number> ]
[ .<port> ]

{port> ::= <integer>
<logical node number> ::= <integer> | $ | <label>
<logical node> ::= [ :<label> ] [ <simple node> |
<compound node> ] |
( <simple node> | <compound node> )

<simple node> ::= { <i/0 redirector> } <command name>
{ <i/0 redirector> | <argument> }

<compound node> ::= { <i/o redirector> } '{' <logical net>
{ <net separator> <logical net> } '}!
{ <i/0 redirecotr> }
<i/o redirector> ::= <file name> '>' [ <port> ] |
[ <port> ] '*>' <file name> |
[ <port> ] '>>' <file name> |
1>t [ <port> ]
<net separator> ::= ;

{command name> ::= <file name>

{label> ::= <identifier>

Figure 10. Work Request Syntax
(Taken from [AKINT8])
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Work Request:

pgml | pgm2 1la 2|b :a pgm3 | pgm4 |c.1 :b pgm5 | pgmbé }|.2 :c pgm?
(0) (1) (2) (3) %) (5) (6) (7 (8) (9)

(0)
(1

(2)
(3)

(4)
(5)

(6)
()

- (8)
(9)

Qutput port 1 of pgml is connected to
Ouptut port 1 of pgm2 is connected to
logical node labeled "a,"™ pgm3.
Output port 2 of pgm2 is connected to
logical node labeled "b,™ pgm5.

Label for the logical node containing
module.

Qutput port 1 of pgm3 is connected to
Qutput port 1 of pgmli is connected to
logical node labeled "c," pgmT7.

Label for the logical node containing
module.

Qutput port 1 of pgm5 is connected to
Qutput port 1 of pgmé is connected to
Label for the logical node containing
module,

Data Flow Graph of the Work Request:

input port 1 of pgm2.
input port 1 of the

input port 1 of the
pgm3 as its execution

input port 1 of pgmi.
input port 1 of the

pgm5 as its execution
input port 1 of pgm6.

input port 2 of pgmT.
pgm7 as its execution

Figure 11. Example of a Work Request
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EXECUTION FILE

Name:
Locations of candidates available:
Location of candidate chosen:

INPUT FILE 1

Name:
Locations of candidates available:
Location of candidate chosen:

INPUT FILE 1

Name:
Locations of candidates available:
Location of candidate chosen:

OUTPUT FILE 1

Name:
Locations of candidates available:
Location of candidate chosen:

OUTPUT FILE J

Name:
Locations of candidates available:
Location of candidate chosen:

IPC

Input Ports:
Output Ports:

. S e e S S Rrem e W e e S R e e Ab SUAE AR mam rmam e e ek e e e el S e fedi W W Sm e AR edi G e en G S Amma AR S S ek fedh M il G GmAm G e
e fedin Ama Smma e e em G e e AmmE mEn fmm e S e GmAR el e T Ee eaih e A S G edis e e il T G el i e e e TR G e S G Gmem e R R e el i e G S S Vo

Figure 12, Node Control Block
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RECEIVER

Section 6

N, .o N, Node
R1 ces Rm R1 cee Rp Port
ARERRRRRRBRARRRRRRRRRARARARBRRERERE RS
LI R LB B
Sp % ..l ® 2ol
L I R A L U R
. ® . # # . #
N . ® . # .. # . #
1 . & . # # . »
# # # #
I s e
S, * leedl o ® SN PO B
T e R
ARERREARERRARARAR AR HA AR AR ARARRRRERARS
» #
s # #
E . * . *
N . # . *
D . d . *
E # #
R # #
SRRRRRFRRRARAARA BN R AR DN FARRERERRS
. .
S, * e ® L I DURS B
LI N L R .
. . # # . #
N . * . #* .o # . *
o R . * * . *
# # # #
s . .
S, * 1.l ® LN PUUE I |
e | » R
SRERRRRRRRRABRRAR BR AR AR RRRRRRR RS AR
Node Port
Figure 13. Node Interconnection Matrix

Georgia Institute of Technology FDPS Control Models



Section 6

CHARACTERISTICS OF FDPS CONTROL MOQDELS

Name: pgnt
Candidates:
Chosen Candidate:
Qutput Port 1:

Name: pgm2
Candidates:
Chosen Candidate:

——— e —— —————— A ——

Figure 1U4.

Node Control Blocks

Input Port 1: {mmm
Output Port 1: =cececcjcc-
Output Port 2: -
| |
| !
! !
| |
! P ! Pl
| Name: pgm3 ! | Name: pgm5 b
| Candidates: I ! Candidates: [
| Chosen Candidate: Voo | Chosen Candidate: P
! Input Port 1: | {mm | Input Port 1: | {om
| Output Port 1: ——c——e- | | Output Port 1: ——ceme—}ea-
! P ! P
! !
! !
! !
] b | i
| Name: pgmi P | Name: pgmb L
| Candidates: P | Candidates: P
| Chosen Candidate: b | Chosen Candidate: o
| Input Port 1: | {=n | Input Port 1: 1 e
| Output Port 1: ——cem=|ee= | Output Port 1! —ceceec|ee-
i P ! i
| !
| P !
| Name: pgm7 P !
| Candidates: I !
| Chosen Candidate: b |
| Input Port 1: f (e |
! Input Port 2: 1<
i |

Example of a Task Graph Using Links within the

(Based on the Work Request Shown in Figure 11)
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1 1
1
2
2
S
E
N
D 3 1
E
R
4 1
5 1
6 1
Node Port

RECEIVER

s & & & & & | @
18 & & 8 & | =
# ¥ * & & & | =

. & & = 3 &8 | @
. =18 & * & | =
& % 8 » ® | =
# & & = & & |
= % & =18 ¥ |
= 8 % & # & ) @
TITIITETITRTRYTTIE LR RT A 2
$ & ¥ #* ® % | @
= % 1% & = | =
% & = ¥ ¥ ] =
HEREEARERER AR R AR R R SRR SRR RS
& & B = 8 | =
& = & & ®qQ)] =
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IITTITET IR ATET IR TSTATRTRT AL 2
& ® & @ ® | =
& & & s|1% | &
# % = 3 8 ® | =
TR II IR IR I IR LAY TR TR AR T
£ ¥ = ® & = | =
= & = & 8 % |1=s
= & % & = & | =

Section 6

Node

Port

Figure 15. Example of a Node Interconnection Matrix

(Based on Work Request Shown in Figure 11)
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6.2.2 Information Requirements for System Resources

Regardless of how the executive control is realized (i.e., how the com~
ponents of the executive control are distributed and how the control decisions
are decentralized), information concerning all system resources (processors,
communication lines, files, and peripheral devices) must be maintained. This
information includes at a minimum an indication of the availability of resour-
ces (available, reserved, or assigned). Preemptable resources (e.g., proces-
sors and communication lines) capable of accommodating more than one user at a
time may also have associated with them utilization information designed to

guide an executive control in its effort to perform load balancing.

As discussed below, there are a number of techniques that may be

enployed to gather and/or maintain the system resource information.

6.3 BASIC OPERATIONS OF FDPS CONTROL

The primary task of an executive control is to process work requests
that can best be described as logical networks. A node of a logical network
specifies an execution file that may either contain object code or commands
(work requests), input files, and output files. These files may reside on one
or more physical nodes of the system and there may be multiple copies of the
same file available. Thus, to process a work request, an FDPS executive
control must perform three basic operations: 1) gather information, 2)
distribute the work and allocate resources, and 3) initiate and monitor task
execution, These operations need not be executed in a purely serial fashion
but may take a more complex form with executive control operations executed

simultaneously or concurrently with task execution as the need arises.

Examination of the basic operations in further detail (Figure 16)
reveals some of the variations possible in the handling of work requests. Two
steps exist in information gathering --- 1) collecting information about task
requirements for the work request and 2) identifying the resources available
for satisfying the request requirements. Information gathering is followed by
the task of distributing the work and allocating resources. If this operation
is not successful, three alternatives are available, First, more information
on resource availability can be gathered in an attempt to formulate a new work
distribution. There may have been a change in the status of some resources
since the original request for availability information. Second, more

information c¢an be gathered as above, but this time the requester will
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WORK REQUEST
!

>
4 !
| A A
| ! !
! | Gather Information |
! | (Task Requirements) |
| ! |
! i
! >I<
N i 4
o A/ !
I ] [
o | Gather Information H |
o | (Resource Availability) | !
P ! | | YES
b ! !
o T —_—
P ! i | |
! | (&) | Distribute Work | (B) | Bid to a | NO Report
T R — and |-=—-=>| Higher |--->FAILURE
! | Allocate Resources | | Level? | to User
g | i 1
! !
] ! Notes:
! j(c)
! ] A: The proposed allocation
! Y is not accepted by the
| (D) ] | resources.
R S —— | Execute Task |
| ! B: No solution with
! resources available at
| (E) "this" price level.
]
Y C: Allocation accepted by
] ! resources.
| Cleanup |
! ] D: Appearance of a new
| task or request for
| additional resources.
Y
COMPLETED WORK REQUEST E: Normal or abnormal

termination,

Figure 16, Work Request Processing (Detailed Steps)
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indicate a willingness to "pay more" for the resources. This is referred to
as bidding to a higher level. Finally, the user can simply be informed that

it is impossible to satisfy his work request.

6.3.1 Information Gathering

Upon receiving a work request, the first task of the control is to
discover what resources are needed to satisfy the work request (Figure 17) and
which resources are available to fill these needs (Figure 18). Each work
request includes a description of a series of tasks and the connectivity of
those tasks. Associated with each task is a series of files. One is
distinguished as the execution file and the rest are input/output files. The
executive control must first determine which files are needed. It then must
examine each of the execution files to determine the nature of its contents
(executable code or commands). Each task will need a processor resource(s),
and those tasks containing command files will also require a command

interpreter.

An FDPS executive control must also determine which of the system
resources are available. For nonpreemptable resources, the status of a
resource can be either Mavailable,™ "reserved," or "assigned." A reservation
indicates that a resource may be used in the future and that it should not be
given to another user, Typically, there is a time-out associated with a
reservation that results in the automatic release of the reservation if an
assignment is not made within a specified time interval. The idea here is to
free resources that otherwise would have been 1left unavailable by a 1lost
process, The process may be lost because it failed, its processor failed, or
the communication link to the node housing the particular resource may have
failed. An assignment, on the other hand, indicates that a resource is
dedicated to a user until the user explicitly releases that assignment.
Preemptable resources may be accessed by more than one concurrent user and
thus can be treated in a different manner, For these resources, the status
may be indicated by more continuous values (e.g., the utilization of the

resource) rather than the discrete values described above.

6.3.2 York Distribution and Resource Allocation
The FDPS executive control must determine the work distribution and the
allocation of system resources (Figure 19 & 20). This process involves choos-

ing from the available resources those that are to be utilized. This decision
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SUBMISSION OF
WORK REQUEST

|

 f

Examine Work Request and Begin
Construction of Task Graph

(At this point the task graph
describes the "visible" nodes and
their logical relationships

as expressed in the work request)

—— e — - — ——— — —

Y

| When is the Work Request Expanded? |

|

Section 6

Piecemeal | Completely Before

I

| Execution Begins

I<
Y

| Locate Each Visible Resource |

I
Y

| Update the Task Graph

|
Y

!
i
< | NO YES
Y
To
Information Gathering
(Resources Available)

l
l
|
|
|
!
|
l
l
l
l |
I
I
!
I
I
|
l
E
l
|

—

| Were Additional Resource |
| Requirements Discovered? |

——t e et E—— —— —— EEn S eem G Gt S — A A = f——

Figure 17. Information Gathering (Resources Required)
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From
Resource Allocation
and Work Distribution

Has Been Obtained . |

cesessevsscescessssses | Additional Information
! on Resources Available

! Required?

—— - ————

| YES
Y

NO

!
Y

Resource Availability
Information Requested

—— ———— —

Resource Information
Already on Hand?

—— —— ——

TEOQWEWN -
®e ss oo oo

MNAamwvirsd s T

A |B YES | NO |

\ A A | !
P i A/ !
All Available | | Resources | 1 | |
Resources | | Requested { | How Was Resource | |
Automatically ! | Automatically | | Info. Obtained? | !
Reserved | | Reserved |4 | |
f 1 ! ! ! | ! !
Y YES NO Y YNO YES ¥ T T R i
1 2 1 2 [ T i
! ! ] | i
! | | ! i
! ! ! i '
\j \J \ A d
! P I I P
| During | | Periodic | | All Nodes | | All Nodes | |
| Previous | | Queries | | Broadcast | | Broadcast b
i  Info. Pl by } | Complete/ ! 1|  Resource | |
| Gathering| | RESOURCE | | Total Status | | Availability | |
| Session | | MANAGERS | | Info. | Info. bl
! P |l b P
! Ic D} IE Fi IF El |
v \i \i v v 4 v v
3 2 2 2 2 2 2 2

LEGEND AND NOTES

Resources Reserved During Information Gathering

No Resources Reserved

Some Resources May Be Reserved
General, for all resources

To meet specific task/job requirements

Replies cover information on resources available only
Replies cover information on the total status

Broadcast only significant changes

Periodic broadcasts at regular intervals

Figure 18. Information Gathering (Resources Available)
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From Information Gathering
(Resources Available)
!
\J

|
Run Preliminary |
Resource Check |

— —— v ——

| YES NO |
! !
A/ !
! | YES P |
| Preliminary Check | or 2 | | Make Preliminary |
| Res.Avall > Res.Reqd i ---------- >| Resource Allocation |
! o !
Definitely! i | NO YES |
NO ! oo | !
! Y \ 4
! ! ! ! |
| No Solution | Run The ! | Resources |
R | Distribution/ | | to be !
| ! Allocation | | Reserved |
\ J S | Algorithm ! ] > !
] ! | | ! | Resources |
| "Bidding" | ! | | Required |
! to a | | Success ! | |
| Higher | | | NO | YES |
| Level ! H | (e | |
! ! | | !
|NO | ! | A 4
! YES| \4 ! ! !
\{ ' To ! |  Transmit !
Report ] Work ! | Reservation |
FAILURE { Assignment ! |  Requests/ |
to User ! ! | Confirmation/ |
5 | ! Release !
! | ! !
! | !
! | Y
! YES) |
i l__ 1 Resource |
o ] | Reservations |
To } | Update | NO|  Accepted !
Info.{==%--] Resource Info. |{emecmecau-- | !
Gathering | !
(Resources
Available)

Figure 19. Resource Allocation and Work Distribution
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From
Work
Distribution
]
]
!
!
!
\ A
! ! ! ! ! i
| Transmit | NO | Release | YES | Transmit |
| Work |{====] Resources |=-—-==>| Work !
| Assignments | ! Not ! | Assignments |
} | | Required | | |
| | | ! '
! |
| |
| |
I | — X
| | ! i
|  Work | ! Work |
| Accepted | | Accepted |
| | ! |
| ! ! !
| NO | YES YES | NO |
| ! | !
i 4 | |
| | i !
] | Release | | !
]} | Resources | >l |
! | Not Used | ! !
| H | !
| \j |
| EXECUTE |
i TASK !
0 !
| ! Y
|  Note | To
| Pailure | > Information
| Of This | Gathering
| Solution | ( Resources
! Available)

Figure 20. Work Assignment
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is designed to achieve several goals such as load balancing, maximum through-
put, and minimum response time. It can be viewed as an optimization problem

similar in many respects to that discussed by Morgan [Morg77].

Once an allocation has been determined, the chosen resources are
allocated and the processes comprising the task set are scheduled and
initiated. If a process cannot be immediately scheduled, it may be queued and
scheduled at a later time. When it is scheduled, a process control block and

any other execution-time data structures must be created.

6.3.3 Information Recording

Information is recorded as a result of management  actions as well as
providing a means to maintain a historical record or audit trail of system
activity. The information recording resulting from management actions
maintains the system state and provides information for decision making. The
historical information is useful in monitoring system security. It provides a
means to examine past activity on a system in order to determine if a breach
of security occurred or how a particular problem or breach of security may

have occurred.

Management information is maintained in various structures, including
the task graph. The task graph is used to maintain information about the
structure of an individual work request, and, thus, its contents change as
progress on the work request proceeds. A task graph is created when a work
request is first discovered, and information is then constantly entered into
the structure as work progresses through information gathering to work
distribution and resource allocation and on to task execution. The task graph

remains active until completion of the work request.

Much of the information contained in the task graph is applicable to
historical records. In fact, the task graph can be used to house historical
information as it is gathered during work request processing. Upon completion
of the work request, the historical information is extracted and entered into
the permanent historical file. Alternatively, the historical file can be

created directly skipping the intermediate task graph structure.

6.3.4 Task Execution
Finally, an executive control must monitor the execution of active
processes. This includes providing interprocess communication, handling

requests from active processes, and supervising process termination. The
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activities associated with interprocess communication include establishing
communication paths, buffering messages, and synchronizing communicating
processes. The 1latter activity is necessary to protect the system from
processes that flood the system with messages before another process has time
to absorb the messages. Active processes may also make requests to the
executive control., These may take the form of additional work requests or
requests for additional resources. Work requests may originate from either

command files or files containing executable code.

An executive control must also detect the termination of processes.
This includes both normal and abnormal termination. After detecting process
termination, it must inform processes needing this information that termina-
tion has occurred, open files must be closed, and other loose ends must be
cleaned up. Finally, when the last process of a work request has terminated,

it must inform the originator of the request of the completion of the request.

6.3.5 Fault Recovery

If portions (tasks) of the work request are being performed on different
processors, there is inherently a certain degree of fault recovery possible.
The problem is in exploiting that capability. The abilit& to utilize T"good"
work remaining after the failure of one or more of the processors executing a
work request depends on the recovery agent having knowledge of the location of
that work and the ability of the recovery agent to reestablish the appropriate
linkages to the new locations for the portions of the work that were being

executed on the failed processor(s).
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SECTION 7

VARTATIONS IN FDPS CONTROL MODELS

There is an extremely large number of features by which variations in
distributed control models can be characterized. Of these; only a few basic
attributes appear to deserve attention. These include the nature of how and
when a task graph is constructed, the maintenance of resource availability
information, the allocation of resources, process initiation, and process
monitoring. In this section, these issues are examined; but again, since the
number of variations possible in each issue are rather large, only those
choices considered significant are discussed. Table 2 contains a summary of
the problems that have been identified and possible solutions (significant and

reasohable solutions) to these problems.

7.1 TASK GRAPH CONSTRUCTION

The task graph is a data structure used to maintain information about
the applicable task set. The nodes of a task graph represent the tasks of the
task set, and the arcs represent the connectivity or flow of information
between tasks. There are basically four issues in task graph construction:
1) who builds a task graph, 2) what is the basic structure of a task graph, 3)
where are the copies of a task graph stored, and Y4) when is a task graph

built.

The identity of the component or components constructing the task graph
is an issue that presents three basic choices. First, a central node can be
responsible for the construction of task graphs for all work requests.
Another choice utilizes the control component on the node receiving the work
request to construct the task graph. Finally, the job of building the task
graph can be distributed among several components. In particular, the nodes
involved in executing individual tasks of the work request can be responsible

for constructing those parts of the task graph that they are processing.

The general nature of the task graph itself provides two alternatives
for the design of an executive control. What is of concern here is not the
content of a task graph but rather its basic structure. One alternative is to
maintain a task graph in a single structure regardless of how execution is
distributed. The other choice is to maintain the task graph as a collection

of subgraphs with each subgraph representing a part of the work request. For
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Table 2. Variations in Control Models

JASK GRAPH COMSTRUCTION:

Who builds the task graph?
1. A central node specializing in task graph building.
2. The node intially receiving and analyzing the work request.
3. All nodes involved in executing the work request.

What is the nature of the task graph?
1. A single complete structure.
2. Multiple structures each consisting of a subgraph.
3. Multiple structures each conaisting of a subgraph with one copy
of the complete task graph.

Where is the task graph stored?
1. A central node.
2. The node intially receiving and analyzing the work request.
3. A node determined to be in an optimal location.
4. All nodes involved in executing the work request.

When is the task graph built?
1. Completely prior to execution.
2. Plecemeal during execution.

BESOURCE AVAILABILITY INFORMATION:

Who maintains this information?
1. A single central nnde.
2. Each node maintains information about its own resources.
3. All nodes maintain common information.
4, A designated node for each type of resource.

Where ia the information maintained?
1. At a central node.

2. Separate pieces of information concerning a particular resource
type may be kept on different nodes.
3. In multiple redundant coples.
4. Information concerning a particular resource type is kept on a
specially designated node.
ALLQCATION QF BESQURCES:

How is concurrency control provided?
1. None is provided.
2. Reservations are used prior to a work distribution decision and
then allocated by a lock.
3. Allocated by a lock after the work distribution decision.
4. Resources are locked before the work distribution decision is made.

PROCESS INITIATION:

Bow i3 reaponsibility distriduted?
1. A central component retains all reaponaibility.
2. A single component is in charge of a single work reguest.
3. There is a hierarchy of responaihility.
4, Responsibility is distributed among specialist components.

How is refusal of a request to execute a process by a node handled?

1. After repeated atteapts, the request is abandoned.
2. After repeated attempts, a new work diatribution is obtained.

PROCESS MONITORING:
What type of interprocess communication is provided?
1. Synchronized communication.
2. Unsynchroniged communication.
How are task graphs resulting from additional work requests handled?

1. The new task graph is made part of the old one.
2. The new task graph is kept separate.

EROCESS TERMINATION:

Options selected here are determined by those selected for
PROCESS INITIATION.
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example, a subgraph can represent that portion of the work request that is to

be executed on the particular node at which that subgraph is stored.

Another issue of task graph construction concerns where the various
copies of the task graph are stored. If the control maintains a task graph as
a unifiied structure representing the complete set of tasks for a work request,
this structure may either be stored on a single node, or redundant copies can
be stored on multiple nodes. The single node can either be a central node
that is wused to store all task graphs, the node at which the original work
request arrived (the source node), or a node chosen for its ability to provide
this work request with optimal service. 1If the task graph is divided into

several subgraphs, these can be maintained on multiple nodes.

Finally, there is the 1issue concerning the timing of task graph
construction in the sequence of steps that define work request processing.
Two choices are available: 1) the task graph can be constructed completely,
at least to the maximum extent possible, before execution is begun, or 2) the

task graph can be constructed incrementally as execution progresses.

T.2 RESQURCE AVAILABILITY INFORMATION

Another possible source of variability for control models is the
maintenance of resource availability information. What is of importance here
is "Who maintains this information" and "Where is this information
maintained." A particular model need not uniformly apply the same technique
for maintaining resource availability information to all resources., Rather,

the technique best suited to a particular resource class may be utilized.

The responsibility for maintaining resocurce availability information can
be delegated in a variety of ways. The centralized approach involves assign-
ing a single component this responsibility. In this situation, requests and
releases for resources flow through the specialized component which maintains

the complete resource availability information in one location.

A variation of this technique maintains complete copies of the resource
availability information at several locations [Caba79a,b]. Components at each
of these locations are responsible for updating their copy of the resocurce
availability information in order to keep it consistent with the other copies.
This requires a protocol to insure that consistency is maintained. For exam-

ple, two components should not release a file for writing to different users
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at the same time. To provide this control, messages containing updates for
the information tables must be exchanged among the components. In addition, a
strategy for synchronizing the release of resources is required. An example
of such a strategy is found in [Caba79a,b] where a baton is passed around the

network. The holder of the baton is permitted to release resources.

Another approach exhibiting more decentralization requires dividing the
collection of resources into subsets or classes and assigning separate com-
ponents to each subset. Each component 1is responsible for maintaining
resource availability information on a particular subset. In this case,
requests for resources can only be serviced by the control component
responsible for that resource. Resources may be named in a manner such that
the desired manager is readily identifiable., Alternatively, a search may be
required in order to locate the appropriate manager. This search may involve
passing the request from component to component until one is found that is

capable of performing the desired operation.

Preemptable resources which can be shared by multiple concurrent users
(e.g., processors and communication lines) do not necessarily require the
maintenance of precise availability information. For these resources, it is
reasonable to maintain only approximate availability information because such
resources are rarely exhausted. The primary concern in this instance is
degraded performance. Therefore, a good estimate of resource utilization is

needed.

7.3 ALLOCATING RESQURCES

One of the major problems experienced in the allocation of resources is
concurrency control. In a hospitable environment, it is possible to ignore
concurrency control. The users are given the responsibility of insuring that
access to a shared resource such as a file is handled in a consistent manner.
In other environments, for example that presented by an FDPS, this is an
important issue. In an FDPS, the problem is even more difficult than in a

centralized system due to the loose coupling inherent in the system.

There are basically two approaches to solving the problem of concurrent
requests for shared resources. The first utilizes the concept of a reser-
vation. Prior to the allocation of resources (possibly when resource

availability information is acquired), a resource may be reserved. The reser-
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vation is effective for only a limited period (a period long enough to make a
work distribution decision and allocate the resources determined by the
decision) and prevents other users from acquiring the resource. The other
solution to this problem is to make the work distribution decision without the
aid of reservations. If resources cannot be allocated, the executive control

will either wait until they c¢an be allocated or attempt a new work

distribution.
7.4 PROCESS INITIATION

Several issues arise concerning process initiation, Chief among these
is the distribution of responsibility. There are a large number of
organizations possible, but only a few are reasonable, The basic
organizations utilize either a single manager, a hierarchy of managers, or a
collection of autonomous managers. Two approaches result from the single
manager concept. In the first organization, a central component is in charge
of all work requests and the processes resulting from these work requests.
All decisions concerning the fate of processes and work requests are made by
this component. A variation on this organization assigns responsibility at
the level of work requests. In other words, separate components are assigned
to each work request. Each component makes all decisions concerning the fate

of a particular work request and its processes.

Management can also be organized in a hierarchical manner. There are a
variety of ways hierarchical management c¢an be realized, but we will
concentrate on only two, the two-level hierarchy and the n-level hierarchy.
The two-level hierarchy has at the top level a component that is responsible
for an entire work request. At the lower level are a series of components
each responsible for an individual task of the work request. The lower level
components take direction from the high level component and provide results to
this component. The n-level hierarchy utilizes in its top and bottom levels
the components described for the two-~level hierarchy. The middle levels are
occupied by components that are each responsible for a subgraph of the entire
task graph. Therefore, a middle component takes direction from and reports to
a higher level component which is in charge of a part of the task graph that
includes the subgraph for which the middle component is responsible. The mid-
dle component also directs lower level components each of which are

responsible for a particular task.
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Another organizational approach utilizes a series of autonomous
nanagement components. Each component is in charge of some subset of the
tasks of a work request. Cooperation of the components is required in order

to realize the orderly completion of a work request.

Regardless of the organization, at some point, a request for the assump-
tion of responsibility by a component will be made. Such a request may be
reasonably denied for two reasons: 1) the component does not possess enough
resources to satisfy the request (e.g., there may not be enough space to place
a new process on an input queue), or 2) the component may not be functioning.
The question that arises concerns how this denial is handled. One solution is
to keep trying the request either until it is accepted or until a certain num-
ber of attempts have failed. In this case if the request is never accepted,
the work request is abandoned, and the user is notified of the failure.
Instead of abandoning the work request, it is possible that a new work
distribution decision can be formulated wutilizing the additional knowledge

concerning the failure of a certain component to accept a previous request.

7.5 PROCESS MONITORING

The task of monitoring process execution presents the FDPS executive
control with two major problems, providing interprocess communication and
responding to additional work requests and requests for additional resources.
With regard to the problem of interprocess communication, there is some ques-
tion as to the nature of the communication primitives an FDPS executive
control should provide. This question arises due to the variety of communica-
tion techniques being offered by current Ilanguages. There are two Dbasic
approaches found in current languages, synchronized communication and unsynch-
ronized communication (buffered messages). Synchronized communication
requires that the execution of both the sender and the receiver be interrupted
until a message has been successfully transferred. Examples of languages
utilizing this form of communication are Hoare's Communicating Sequential
Processes [Hoar78] and Brinch Hansen's Distributed Processes [Brin78]. In
contrast, buffered messages allow the asynchronous operation of both senders
and receivers. Examples of languages using this form of communication are

PLITS [Feld79] and STARMOD [Cook80].

The executive control 1is required to provide communication primitives

that are suitable to one of the communication techniques discussed above. If
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the basic communication system utilizes synchronized communication, both tech-
niques can be easily handled. The problem with this approach is that there is
extra overhead incurred when providing the message buffering technique. On
the other hand if the basic communication system utilizes unsynchronized com=-
munication, there will be great difficulty in realizing a synchronized form of

communication.

The task of monitoring processes also involves responding to requests
generated by the executing tasks. These'may be either requests for additional
resources (e.g., an additional file) or new work requests. If the request is
a work request, there is a question as to how a new set of tasks is to be
associated with the existing set of tasks. The new set could either be
included 1in the existing task graph, or a new task graph could be constructed
for these new tasks. The former technique allows the component making the
work distribution decision for the new work request to consider the utiliza-
tion of other resources by the control. The latter technique does not allow

such a situation to occur.

7.6 PROCESS TERMINATION i

When a process terminates there is always some cleanup work that must be
accomplished (e.g., closing files, returning memory space, and deleting
records concerning that process from the executive control's work space). In
addition, depending on the reason for termination (normal or abnormal), other
control components may need to be informed of the termination. In the case of
a failure, the task graph will contain the information needed to perform
cleanup operations (e.g., the identities of the processes needing information
concerning the failure). Both the nature of the cleanup and the identity of
the control components that must be informed of the termination are determined

from the design decisions resulting from the issues discussed in Section 7.5.

7.7 EXAMPLES

To gain a better appreciation of some of the basic issues of control in
an FDPS, it is useful to examine several examples of work request processing
on an FDPS. In each example, emphasis is placed on the operations involved in
the construction of task graphs. The work distribution decision that is
utilized is a simple one that assigns the execution of processes to the same

nodes that house the files containing their code. The concern of the first
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eight examples is the impact of variations in work requests on task graph
construction. In these examples, the various parts of the overall task graph
describing the complete work request are stored on the nodes utilized by each
part. The last three examples, though, examine three different techniques for
storing the task graphs. In the examples (Figures 21 to 31) the following

symbols are utilized:

[ 1] visible external reference(s)

{3 embedded external reference(s)

(n)a responsibility for A delegated from node n
A(n) responsibility for A delegated to node n
a-->b IPC from process a to process b

A,B,... uppercase letters indicate command files
a,b,... lowercase letters indicate executable files
U,V,W,X,¥,2 indicate data files

The first example (Figure 21) consists of a simple request in which all
external references made are visible and all files required are present on the
node where the original request arrived (referred to as the source node).
Since the references are visible, the entire task graph can be completed in
one step. The second example (Figure 22) is similar to the first except that
there are more references that are chained. Again, since all references are
visible, the entire task graph can be completed in one step. This work
request can be processed in an alternate manner as shown by the third example
(Figure 23) where references are located and linked in a piecemeal fashion.
Finally, example 4 (Figure 24) adds a slight variation by introducing an
explicit interprocess communication (IPC) definition. In this case, the task

graph can still be constructed in one step because all references are visible.

The next series of examples consider the impact of locating resources on
nodes other than the source node, In example 5 (Figure 25), all the
referenced resources reside on a single node other than the source node with
the exception of one resource that has redundant copies on two different
nodes. Since the resources are not on the source node, negotiation is
required to transfer responsibility for a piece of the task graph. In
addition, since there is a resource with two redundant copies, a decision as
to which to utilize must be made and a negotiation must occur to transfer
responsibility. Example 6 (Figure 26) is similar to example 5 and

demonstrates the impact of IPC across nodes.

The effect of embedded references is demonstrated in examp1es 7 and 8.

In example 7 (Figure 27), all resources turn out to reside on the source node.
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Task Graph Maintained

Task Graph Maintained
’ At This Node

At This Node

Local Resources Looal Resources Looal Reaources Local Resources

o i = - . =~ - T e —

Node 3 Hode % Node 3 } Node &
Comments:

Comments: .
The graph below d is dompleted.

Reaponaibility for d is acoepted by pode 2.

Figure 26. Example 6
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Reguest = KON A STEF 0 STEP 1
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Task Graph Maintained
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At This Rode

Task Graph Maintained
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|
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Comments: Comments:
A simple request demonstrating "invisible™ embedded The viaible portions of the task graph are
references. expanded,
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Task Graph Maintained Task Graph Maintained Task Graph Maintained Task Graph Maintained

At This Node At This Node At This Node At This Node
A A
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b b
/ 7N\
x ¥

Local Resources Local Resources
Alb]  blx,y}

x ¥

Local Resources Local Resources
a[b)  bix,y}

x y

Node 1 Node 2
(Source of request)

Node 1 Node 2
(Source of request)

Task Graph Maintained
At This Node

Task Graph Maintained
At This Node

Task Graph Maintained
At This Node

Task Graph Maintained
At This Node

Local Resources Local Resources Local Resources Local Reaouraea

Node 3 ’ Node & Node 3 Node X4
Comments:
After some sxecution, a referencs to x ia»
discovered and x is added to the task greph.

Comments:
After further exscution, a refsrence to y is
disocovered and entered into the task graph.
The taak graph is now oomplete,

Figure 27. Example 7

Cearcia Tnatitute of Technologv FDPS Control Models



Page 72 VARIATIONS IN FDPS CONTROL MODELS Section 7

Multiple steps, though, are required to construct the task graph because not
all of the resources are visible and thus cannot be identified until after
execution has progressed to the point where the reference is encountered.
Example 8 (Figure 28) is slightly more complex with resources spread over mul-
tiple nodes. Again multiple steps are required since parts of the task graph
cannot be constructed until their references are observed. In addition since

resources are distributed on different nodes, negotiation must occur,

The last three examples demonstrate three different techniques for stor-
ing task graphs. In each example, the same work request 1is utilized. This
request has all visible references to resources distributed over multiple
nodes. In the first eight examples and example 9 (Figure 29), the parts of
the overall task graph are stored on the nodes executing their processes. In
addition, each subgraph contains a small portion of information linking it to
the rest of the overall task graph. Example 10 (Figure 30) maintains these
subgraphs and in addition retains a complete task graph at the source node.
Finally, example 11 (Figure 31) maintains complete task graphs at all nodes
where processing occurs. The motivation for the last two techniques in which
a large amount of redundant information is maintained is to enhance the

ability to recover from failures,

Now that we have taken a look at the construction of task graphs in a
broad sense, let us examine the details of the task of processing a work
request. This is illustrated in two figures. Figure 32 outlines the basic
steps involved in work request processing. Finally, Figure 33 depicts the
steps involved in processing a specific work request. In this case, the work

request is the same as that from example 6 (c.f., Figure 26).
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Requeast =« RUN & STEP 1 STEP 2

Task Graph Maintained Task Craph Maintained Task Graph Maintained Task Graph Meintained
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/ 7\
b b e(?)
/7 \ /7 \
x ¥ z ¥y
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v w

Local Resourceas
A[b){e} blx,y]
L §

Local Resources
efv,w]
v w

Local Rescurces
A{b){e} blx,¥]
x y

Node 1 Node 2
(Source of request)

Node 1 Node 2
(Source of request)

Task Graph Maintained
At This Node

Task Graph Maintained
At This Node

Task Graph Maintained
At This Node

Task Graph Maintained
At This Node

Local Resources Local Resources

o [v,w]

Local Resources Local Resources

c {v,w]

Node 3 Node 4 Node 3 Node 4
Comments:
This request has embedded references, refsrences
to distributed resources, and & reference to a
resource that i1s available at two loocations.
First the visible portion of the task graph
is expanded.

Comments:
After exeoution has begun, the reference to
¢ is encountered.
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SIEP 3 STEP 4

Task Graph Maintained Task Graph Maintained Task Graph Maintained Task Graph Maintained

At This Node At This Node At This Node At This Nede
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7\ 7\ 7\
b e(2,37) b of2) v W
/N 7\
x Y x Yy

Local Resources
Afbl{c) blx,y]
L . 4

Loca) Resources
Albl{e} b(x,¥]
x Y

Local Resources
elv,wl
Yy w

Local Resources
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Y w

Node 1 Hode 2
(Source of request}

Node 1 Node 2
(Source of request)

Task Graph Maintained
At This Node

Task Graph Maintained
At This Node

Task Graph Maintained
At This Node

Task Graph Maintained
At This Node

(17)e

Local Resources Local Reacurces

o [v,w]

Local Resources
o [v,w)

Local Resources

Rode 3 Node & Node 3 Node §

Comments:
It i» determined that o exists on two nodes.

Comments:
Reaponsibility for o ia delegated to node 2,
and the task graph is completed,

Figure 28. Example 8
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Request = RUN A STEP O STEP 1

Task Graph Maintained Task Graph Maintained Task Graph Msintained Task Oraph Maintained

At This Node At This Node At This Node At This Node
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At This Node

Task Graph Maintained
At This Node

Task Graph Maintained
At This Node

Local Resources Local Resources Local Rescurces Local Resources

e [y x e [y] x
y 14
Node 3 Node 4 Node 3 Rode &4
Comments: Comments:

File b 18 located on node 2 and a tentative
delegation of responsibility is made to node 2.

This request has all wisihle references, but
the references are distributed on all nodes.
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! /N | /N
b(2) 0(3?) x(4?7) b(2) a(3) x(&)

Local Resources
b [o,x]

Local Resourcea
A [b]

Local Resources
b [e,x]

Local Resources
A [b]

Node 1 Node 2
(Source of request)

Node 1 Node 2
(Source of request)
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(27)¢ (27)x (2)e (2]x
I
¥

Local Resources Local Reacurces Local Resources Local Resources

{
e [y] Pox o [5] x
y 1‘ y
Rode 3 Rode 4 Node 3 Node &
Commenta: Comment.s:

Responsibility for b is scoepted by node 2.
Tiles ¢ and z are looated and reaponsidility is
tentatively delegated (o the podes as indiocated.

Nodas 3 and § socept responaibility for c and x
reapectively and the graph is completed,
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Figure 29. Example 9

Georgia Institute of Technology FDPS Control Models



Section 7 VARIATIONS IN FDPS CONTROL MODELS Page 75

Reguest = RUN A STEP 1 STEP 2
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Comments: Comments:

In this example a gomplete copy of the task graph

is tc be maintained at the node receiving the requeat.
File b is located on node 2 and & tentative
delegation of responsibdility is made to node 2,

Responsibility for b is accepted by node 2.
Flles o and x are located and responsibility ia
tentatively delegated to the nodes as indicated,
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|
Task Graph Maintained |

STEP 4

|
Task Graph Maintained |

Task Graph Maintained | Task Graph Maintained

At This Node At This Node At This Node At This Node
a (1) A (1)b
| 7\ | /N
b(2) o(3) x(4) b(2) e(3) x{4)

/A / A\
e(3) x(4) ?(3) x{4)

|
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i
;
i
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:
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[
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¥(3)
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A [b) b [e,x] A b} b fe,x]
Node 1 Node 2 Node 1 Node 2

{Source of request) (Source of request)

Task Graph Maintained Task Graph Maintained Task Graph Maintained Task Graph Maintained

At This Node At This Node At This Node At This Node
(2)e (2)x (2)¢|= (2)x
y

Local Resources Local Rescurces Looal Resources Local Resources

e [y) x e {y] x
y y
Node 3 Node &% Node 3 Node 4
Comments: Comnents:

Nodes 3 and & agoept responsibility for ¢ and x
respectively. This is also noted in tbe copy of
the task graph at the source node,

The rest of the task graph is oompleted.

Figure 30. Example 10
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Request = RUN & STEP 1 STEP 2
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Comments: Comments:

In this example, a gompleie copy of the task graph
is to be maintained at avery node invoelved.

File b is located on node 2 and a tentative
delegation of responsibility is made to node 2.

Node 2 asccepta responsibility for b, Files ¢
and x are looated and responsibility is
tentatively delegated as shown.

STEP 2 STEP 2
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| ey} [ I t l e [y] It ox ]
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Comments: Comments:
Nodes 3 and 4 acospt responsibility for o and x The rest of the task graph is completed.
respectively.

Figure 31. Example 11
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Figure 32. Basic Steps in Work Request Processing
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Altuation Same as Examole £ (Zigure 26)
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Figure 33. An Example of Work Request Processing
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SECTION 8

MODELS OF CONTROL

In this section, we demonstrate how both existing and proposed models of
control fit into the classification scheme described in Section 7. With the
exception of the first model, these controls are designed to service work
requests that specify multiple concurrent communicating processes. The first

model considers work requests that involve only a single process.

8.1 M

A decentralized operating system model for the ARAMIS Distributed Com~
puter System is described in [Caba79a,b]. A brief outline of how this model

fits into the classification scheme of Section 7 is provided by Table 3.

8.1.1 Architecture

The ARAMIS Distributed Computer System consists of two types of
machines, hosts and managers. Users are connected to hosts which in turn are
connected to managers. The managers are connected to each other in a virtual
ring. Execution of work requests 1s provided by the hosts while control

decisions are made by the managers.

8.1.2 Work Requests

This system is designed to handle a work request that is 1less
sophisticated than those handled by the other systms described in this sec-
tion. The work request must specify only a single process or task and the

list of resources (sharable and nonsharable) required by that task.

8.1.3 The Control Model

Control of the system is accomplished through the managers. Each
manager maintains a data structure called the resource state table (RST) which
contains state information for every resource available on the system., To
insure that these redundant copies remain consistent, two vectors are
utilized. The control vector (CV) cycles around the virtual ring. Only the
manager possessing the CV is permitted to allocate and deallocate resources.
Upon completing this work, a manager can pass the CV along. In addition,
modifications made to the RST (information describing the allocation and deal-~
location of files) are passed along to the other managers on the virtual ring

in the form of an update vector (UPV),
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Table 3. The Decentralized Control Model of the ARAMIS
Distributed Computer System

IASK GRAPH CONSTRUCTION:

Who builds the task graph?
A manager on each node builds the task graph for the work requests
arriving at that node.

What is the nature of the task graph?
4 single structure.

Where is the task graph stored?
On the node initially receiving and analyzing the work request
and the node where execution of the task occurs.

When is the task graph built?
Completely prior to execution.

RESQURCE AVAILABILITY INFORMATION:

Who maintains this information?
All nodes maintain common information.

Where is the information maintained?
In multiple redundant copies.

ALLOCATION OF RESOURCES:

How is concurrency control provided?
Resources are locked before the work distribution decision is made.

PROCESS INITIATION:

How is responsibility distributed?
Each node has a manager. The node initially receiving and analyzing
the work request retains enough information to restart the task if
the execution node dies.

How 1is refusal of a request to execute a process by a

node handled?
This possibility is not discussed.

PROCESS MONITORING:

What type of interprocess communication is provided?
IPC is not supported.

How are task graphs resulting from additional work requests handled?
Additional requests cannot occur.
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When a work request arrives at a host, it is passed along to the local manager
to which the host is connected. This manager is in charge of resource alloca-
tion and task routing. It first identifies the resources that are needed and
allocates sharable resources, After the CV has arrived and various algorithms
insuring mutual exclusion and the prevention of deadlocks have been executed,
the nonsharable resources are allocated. Next the optimal site for execution
of the task is determined taking into account the burden various choices place
on the communication system. Finally, the information concerning the alloca-
tion of resources is transmitted in the form of a UPV, and the information

describing the task routing is sent to the hosts needing the information.

8.1.4 Conclusion

This model represents a simplified approach to the control problem. All
nodes are provided with a complete global view of the system via their copy of
the RST. Modifications to the state are carefully controlled by permitting
only one manager at a time to change this information. The capability to per-
form modifications on the RST is passed around the virtual ring in the form of
the CV.

8.2 MEDUSA

Medusa [Qust80a,b] is a distributed operating system for the Carnegie-
Mellon Cm* multimicroprocessor. This system differs from an FDPS in that it
allows multiple nodes to share primary memory. Table 4 describes how this

control model fits into the classification scheme of Section T.

8.2.1 Architecture

Cm* consists of a number of relatively independent processors or com-
puter modules (Cm) and a number of communication controllers (Kmap). The Cm's
are arranged in clusters with a Kmap presiding over each cluster. A switch,
Slocal, connects a Cm with the interprocessor communication structure. Each
Slocal contains tables that allow it to decide on each memory reference
whether to access local memory or pass the reference along to the Kmap to
locate the desired information in either the 1local cluster or a distant
cluster. Thus, any processor can access the memory of any other processor.
It must be kept in mind, though, that a substantial time delay results from

accessing the memory of distant processors.
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Table 4. The Medusa Control Model

IASK GRAPH CONSTRUCTION:

Who builds the task graph?
The node containing an activation of the task force manager.

What is the nature of the task graph?
Multiple structures (the task force control block is stored in the
SDL and the activity control block is stored in the PDLs).

Where is the task graph stored?
Multiple nodes.

When is the task graph built?
Completely prior to execution.

RESQURCE AVAILABILITY INFORMATION:

Who maintains this information?
A number of utilities each realized as a task force.

Where is the information maintained?
In a shared data structure.

ALLOCATION OF RESOURCES:

How is concurrency control provided?
By means of locks.

PROCESS INITIATION:
How is responsibility distributed?
The task force manager keeps overall control, but other special
managers are available to provide specific services.

How is refusal of a request to execute a process by a node handled?
This is not discussed in the literature.

EROCESS MONITORING:

What type of interprocess communication is provided?
Unsynchronized communication.

How are task graphs resulting from additional work requests handled?
It is not clear if additional work can be requested.
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8.2.2 Hork Requests

Work requests are used to describe task forces. A task force consists
of a number of relatively independent c¢ommunicating processes capable of
concurrent execution that are working toward the solution of some task.
Interprocess communication is accomplished via pipes which differ slightly
from those found in UNIX [Rite78]. There are two unique features found in
these pipes: 1) they insure that only whole messages are read, and 2) they

identify the sender of the message to the receiver.

In addition to processes and pipes, a task force contains a shared
descriptor list (SDL) and a number of private descriptor lists (PDL). These
structures contain descriptors which are basically capabilities for certain
system objects. There is only one SDL per task force. This provides access
to objects that are shared among all processes of a task force., For each
process, there is a PDL which provides access to private objects. Thus, the
significant feature of the task force concept is the capability to directly

share objects by means of the SDL.

8.2.3 Ihe Control Model
The distributed control is composed of a series of five wutilities each
of which is implemented as a task force. The five utilities are as follows:

1. Memory Manager: allocates primary memory and aids the Kmap in
descriptor list manipulation.

2. File System: acts as a controller for all I/0 devices of the
system and implements a hierarchical file system.

3. Task Force Manager: creates, schedules, and deletes task for-
ces and the processes that comprise task forces.

i, Exception Reporter: communicates information about wunusual
occurrences to those processes that need to know this
information.

5. Debugger/Tracer: holds symbol table and performance
measurement information for all wutilities and provides
facilities for on-line debugging of the system and gathering of
performance data.

Communication between user processes and utilities is accomplished by
means of pipes. There is one pipe for each utility. Access to these pipes is
provided by the utility descriptor list (UDL) which is present on all nodes.
A process utilizes this structure to locate the proper pipe into which a mes-

sage for a particular utility is to be placed.
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8.2.4 Conclusion

Medusa introduces two features that are pertinent to this discussion.
These are the concept of a task force and the concept of sharing primary
memory. A task force provides concurrent communicating processes to solve a
common task. In addition to communicating by means of messages, processes are
permitted to share data. The idea of shared memory is also seen in the hard-

ware by the ability to directly reference memory on distant processors.

8.3 CNET

CNET [Smit79, Smit80] is a distributed problem solver consisting of a
collection of loosely coupled knowledge sources located on a number of
distinect processors. Table 5 depicts how this model fits into the classifica-

tion scheme of Section 7.

8.3.1 Architecture
The system is intended for use on a network of loosely coupled asynch-
ronous processors. Communication between nodes is realized through broadcast

messages.

8.3.2 Hork Reguests
Applications for CHNET can potentially take the form of cooperating

processes. An individual work request specifies the work that must be accom-
plished. Depending upon decisions of the control, a task may be divided into

subtasks, and the subtasks may be further divided.

8.3.3 The Control Model

CNET utilizes a hierarchical form of control for each task. At the top
level 1is the manager for the task that is described in the original work
request. This manager attempts to find a suitable contractor to execute the
task. This is accomplished by means of a negotiation that begins with a mes-
sage from the manager. This message can take the form of a general broadcast,
a limited broadcast, or a point-to-point announcement. The contents of the
message include an eligibility specification (a list of criteria required of a
node to execute the task), a task abstraction (a brief description of the
task), a bid specification (describes the expected form of a bid from a pos-
sible contractor), and an expiration time (describes the time period that the
announcement is valid). A general broadcast is utilized when the manager has

no knowledge concerning the nodes capable of executing the task., A limited
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Table 5. The CNET Control Model

IASK GRAPH CONSTRUCTION:

Who builds the task graph?
Multiple nodes.

What is the nature of the task graph?
Multiple structures each consisting of a subgraph.

Where is the task graph stored?
Multiple nodes.

When is the task graph built?
Piecemeal.

RESOURCE AVAILABILITY INFORMATION:

Who maintains this information?
Each node maintains information about its own resources.

Where is the information maintained?

Separate pieces of information concerning a particular resource type
may be kept on different nodes.

ALLOCATION OF RESOURCES:

How is concurrency control provided?
Resources are locked before the work distribution decision is made,

PROCESS INITIATION:

How is responsibility distributed?
There is a hierarchy of responsibility.

How is refusal of a request to execute a process by a node handled?
Once a contract is made it is binding.
PROCESS MONITORING:

What type of interprocess communication is provided?
Not specified.

How are task graphs resulting from additional work requests handled?
The new task graph is kept separate.
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broadcast can be utilized when the manager knows a specific group of nodes is
capable of executing the task. Finally, a point-to-point announcement is made
when the manager knows about the availability of a single suitable node. This
knowledge is obtained from idle nodes that broadcast messages indicating their

availability.

The manager sends these messages and waits for the arrival of bids from
possible contractors. When the bids arrive, they are examined in order to
determine a choice for the task assignment. All bids are binding so the
manager can make a choice with confidence that a chosen node will accept the
task. Once a node 1is chosen, the contract is awarded and the chosen node
becomes known as a contractor. The contractor may further divide the task and
utilize other contractors for the various pieces. Thus, a node can act both

as a manager and a contractor.

A contractor provides the manager with reports that contain information
concerning partial execution (interim report) or completion (final report). A
report contains a result description that specifies execution results. A
manager has complete authority over a contractor and thus may terminate
contracts at any time with a termination message. This terminates execution

of a contract and all outstanding subcontracts.

8.3.4 Conclusion

CNET wutilizes a hierarchical control scheme with a manager supervising
the work of possibly multiple contractors working to solve a given task. A
manager locates contractors by broadcasting an announcement for bids. It then
waits for the bids from the contractors to arrive. After this negotiation
phase, a bid is accepted, a contract is awarded, and execution of the task is
begun. The manager can terminate execution of a task at any time and is the

recipient of interim and final reports from the contractors.

8.4 THE XFDPS SERIES OF MODELS

In Section 7, a list of design alternatives for an FDPS executive
control is presented (See Table 2). The rest of this section is devoted to
the presentation of a series of control models designed by this research team
by choosing among these alternatives. Each of the models is referred to as
XFDPS.i where i is an identifying numeral. It is neither possible nor prac-

tical to present all possible models for an FDPS executive control.
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Therefore, only a few models are investigated. The models were chosen by
selecting a collection of design alternatives which were both logical and

provided significant distinction among the various models.

The models are described in such a manner as to give the reader a feel-
ing for the overall control strategy. A more complete comparison of the
models can be obtained through tables 6 through 8 which contain a 1list of

design alternatives for each model.

8.4.1 Architecture

An FDPS is composed of a multiplicity of independent processors
physically connected by a network providing communication by means of a two-
party protocol. There is no sharing of primary memory, and, thus, the proces-
sors are considered to be 1loosely coupled. The processors operate in an
autonomous but cooperative manner. Therefore, it is the responsibility of the

control to insure that there is a unification of operation in the system.

8.4.2 Work Requests
Work requests describe concurrent communicating processes and are
assumed to provide the functionality available with the command language

described in Figure 10.

8.4.3 XFDPS.1

The XFDPS.1 model [SapoB0] (see Table 6§ for a characterization of this
model and Figure 34 for a view of the model's components) is a distributed and
decentralized control model that is designed to shield the user from the
system. In other words, it provides the system transparency that is fun-
damental to the FDPS definition. It is designed to encapsulate each proces-
sor's local operating system as advocated by Kimbleton [Kimb76]. This is the
meta-system approach to implementing distributed operating systems discussed
above and has been practiced in several systems including ADAPT [Peeb80]. The
XFDPSF1 model is composed of a set of cooperating processes called managers
and is similar in this respect to Medusa [Oust80] and ADAPT [Peeb80]. Each
manager is designed to control a subset of the system's resources (logical and

physical).

Each manager requires reliable message communication with the other
managers in order to perform its responsibilities. The XFDPS.1 model does not
assume the presence of any particular interconnection of processors or for

that matter any particular technique of message communication. This means
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Table 6. The XFDPS.1 Control Model

IASK GRAPH CONSTRUCTION:

Who builds the task graph?
The source node.

What is the nature of the task graph?
Multiple structures each consisting of a subgraph with one copy of
the complete task graph. ”

Where is the task graph stored?
Multiple nodes.

When is the task graph buillt?
Completely prior to execution.

RESQURCE AVAILABILITY INFORMATION:

Who maintains this information?
Each node maintains information about its own resources.

Where is the information maintained?
At the node which contains the resource,

ALLOCATION OF RESQURCES:
How is concurrency control provided?
Reservations are used prior to a work distribution decision and then
allocated by a lock.
PROCESS INITIATION:

How is responsibility distributed?
There is a hierarchy of responsibility.

How is refusal of a request to execute a process by a node handled?
After repeated attempts, the request is abandoned.
PROCESS MONITORING:

What type of interprocess communication is provided?
Unsyq?hronized communication.

How are task graphs resulting from additional work requests handled?
The new task graph is kept separate.
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Figure 34, The XFDPS.1 Control Model
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that the model is applicable to systems that are interconnected in a variety
of ways including loops, stars, regular networks, irregular networks, or fully
interconnected networks [Ande75] and utilizing various message communication
techniques including the ISO model [Bach78, Desj78] and Ethernet [Mete76].

The XFDPS.1 model is composed of several types of processes called
managers which are responsible for various aspects of the control problem.
These managers include the Task Set Manager, the File System Manager, the

Processor Utilization Manager, and the Process Manager.

8.4.3.1 Task Set Manager

The Task Set Manager is responsible for handling work requests arriving
from either users or active processes. A Task Set Manager is assigned to
every work request. It must first identify the tasks comprising the Task Set
which are needed to satisfy the work request and then communicate with the
File System Manager to obtain information concerning the availability of
files. The Processor Utilization Manager is also consulted in order to
determine the relative utilization of the processors. Using the information
acquired in this manner, a work allocation decision is made that results in
the assignment of tasks to processors. This decision involves an optimization

problem similar in many respects to that discussed by Morgan [Morg77].

The second phase of the Task Set Manager's responsibility concerns
carrying out the decision arrived at in the first phase. This again involves
communication with the File System Manager to allocate needed files and to
deallocate these files when they are no longer needed. In addition, com-
munication is required with the Process Manager which activates the processes
and observes when these processes have terminated. The last act of the Task
Set Manager is to inform the original requester as to the completion status of
the request. 1In doing so it will either indicate that it was successful in
completing the request or provide a description concerning why the request

could not be completed.

8.4.3.2 File System Manager

The File System Manager is responsible for maintaining the file system
for the entire FDPS. Instances of the File System Manager are found on all
processors. Management of the file system is achieved through communication

among these instances of the File System Manager.
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The implication of this design is that several requests to the file
system can be acted upon simultaneously provided these requests arrive at
different processors. These requests may either elicit availability informa-
tion or ask that the file status information be updated (i.e., making a reser-
vation, placing a lock, or releasing a lock on a file). This simultaneity 1is
in marked contrast to the resource allocation found in the ARAMIS Distributed
Computer System [Caba79a,b] in which all nodes possess a Resource State Table
containing the state of all resources in the system. This system only permits

resource allocation by at most one node at any one time.

In the XFDPS.1 model, the file system is divided into several disjoint
sets. The design of the control does not restrict how this division is
realized. For example, these sets can be defined by processor boundaries.
For each set, there is a separate manager called a File Set Manager. In order
to perform its management duties, the File System Manager must communicate

with each File Set Manager.

The File System Manager handles three types of requests, all originating
from the Task Set Manager. The first type of request is for availability
information concerning a collection of files. The File System Manager con-
verts this request into a series of requests concerning individual files and
presents these requests to the File Set Managers. The File System Manager
waits for responses from all File Set Managers before returning its response.
A File Set Manager will return an indication of the file's availability. If a
file is available, the File Set Manager will reserve the file for the Task Set
from which the request originated. This reservation remains effective for a
limited period of time, and it is the responsibility of the Task Set Manager

to confirm the reservation before its effectiveness has expired.

The second request that can be made to the File System Manager concerns
the allocation of a series of files. Again this request is converted into a
number of requests concerning the reservations of individual files and is sent
to specific File Set Managers which in turn perform the necessary 1locking of
the files.

Finally, the File System Manager can receive requests for the dealloca-
tion of files. These requests-are handled in a manner similar to allocation

requests and result in the release of locks or reservations on specific files.

Georgia Institute of Technology FDPS Control Models



Page 92 MODELS OF CONTROL Section 8

8.4.,3.3 Processor Utilization Manager

Another type of process found in the control is the Process Utilization
Manager. Instances of this manager are replicated on all processors. The
main function of the Process Utilization Manager is the maintenance of a data
base of processor utilization information for the processors comprising the
FDPS. The information in this data base is not intended to be complete and
accurate but rather is designed to provide the work assignment algorithm in
the Task Manager with an estimate of the utilization of the processors in the

system.

The Processor Utilization Manager obtains the information needed to
update 1ts data base from periodic messages directed to it from Processor
Utilization Monitors located on each processor. These processes monitor the
utilization of the processor in which they are located and issue periodic mes-
sages reporting their findings. If a Processor Utilization Manager does not
receive a report from a Processor Utilization Monitor within a certain period
of time, a message from the Manager is sent to the Monitor asking for an
immediate response concerning the processor's state. If a response to this
request 1is not received within a certain time period, it is assumed the
processor is lost, and the Processor Utilization Manager updates its data base
to reflect this. This will prevent the Task Set Manager from attempting to

assign processes to a processor that has apparently been lost.

8.4.3.4 Process Manager

The 1last process type found in the control is the Process Manager. A
Process Manager is activated for each Task Set Manager. This process accepts
requests from the Task Set Manager for the activation of processes for the
Task Set. The Process Manager identifies which processors are to receive
processes. It then issues requests to Processing Managers on each processor,
Each Processing Manager is responsible for controlling the processes assigned

to its processor.

In addition to assigning processes and waiting for the notification of
their termination, the Process Manager is responsible for providing
interprocess communication between executing processes. In this model,
interprocess communication is provided by means of ports [Balz71, Have78,
Suns77, Zuck77]. A port provides a common location where communicating

processes can either send or fetch messages without knowing about the other's
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location. Buffer space is also required in order to allow the communicating
processes to operate as independently as possible. This type of interprocess
communication is similar to the stream communication utilized in TRIX
[Ward80]. The Process Manager must therefore decide where a buffer for the
port resides and then provide the necessary linkages within the communicating

processes in order for them to address the port.

8.4.3.5 Coneclusion

The fundamental philosophy of the XFDPS.1 model is that the control over
logical and physical resources must be distributed among various processes or
managers. The reason for taking this approach is to provide better utiliza-
tion of system resources by making use of the inherent parallelism found in

distributed processing systems.

8.4.4 XFPPS.2
XFDPS.2 is a variation of model XFDPS.1. The main difference between
the two models exists in the technique used to construct the task graph. A

complete outline of the characteristics of XFDPS.2 is found in Table 7.

The construction of task graphs in XFDPS.2 is performed by multiple
nodes resulting in a task graph that consists of multiple structures each of
which is a subgraph of the complete task graph. The overall strategy works as
follows. After a work request arrives at a particular node, work on construc-
ting a task graph is begun. When a node is chosen to perform part of a task
graph, responsibility for that portion of the task graph is given to a control
component on that node. This component will maintain that portion of the task
graph and in so doing may also choose other nodes to perform part of the work

that the subgraph represents.

Thus, there are two main differences between XFDPS.2 and XFDPS.1: 1)
the task graph is not maintained in one location but rather on multiple nodes,
and 2) this construction is performed in a piecemeal fashion in XFDPS.2. This
means that the components of XFDPS.2 possess greater independence than those
of XFDPS,1.

8.4.5 XFDPS.3

XFDPS.3 (see Table 8) is a variation on the XFDPS.2 model. In this
case, the difference exists in the maintenance of resource availability
information. In both XFDPS.1 and XFDPS.2, each physical node maintains

information about its own resources. XFDPS.3, though, utilizes the approach
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Table 7. The XFDPS.2 Control Model

IASK GRAPH CONSTRUCTION:

Who builds the task graph?
Multiple nodes.

What is the nature of the task graph?
Multiple structures each consisting of a subgraph.

Where is the task graph stored?
Multiple nodes.

When is the task graph built?
Piecemeal.

RESQURCE AVAILABILITY INFORMATION:

Who maintains this information?
Each node maintains information about its own resources.

Where is the information maintained?

Separate pieces of information concerning a particular resource type
may be kept on differentt nodes.

ALLOCATION OF RESQURCES:
How is concurrency control provided?

Reservations are used prior to a work distribution decision and then
allocated by a lock.

PROCESS INITIATION:

How is responsibility distributed?
There is a hierarchy of responsibility.

How is refusal of a request to execute a process by a node handled?
After repeated attempts, the request is abandoned.

PROCESS MONITORING:

What type of interprocess communication is provided?
Unsynchronized communication.

How are task graphs resulting from additional work requests handled?
The new task graph is kept separate.
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Table 8. The XFDPS.3 Control Model

ZASK GRAPH CONSTRUCTION:

Who builds the task graph?
Multiple nodes.

What is the nature of the task graph?
Multiple structures each consisting of a subgraph.

Where is the task graph stored?
Multiple nodes.

When is the task graph built?
Piecemeal,

RESQURCE AVAILABILITY INFORMATION:

Who maintains this information?
Components for each type of resource.

Where is the information maintained?

Information concerning a particular resource type is kept on a
single node.

ALLOCATION OF RESOURCES:
How is concurrency control provided?

Reservations are used prior to a work distribution decision and then
allocated by a lock.

PROCESS INITIATION:

How is responsibility distributed?
There is a hierarchy of responsibility.

How is refusal of a request to execute a process by a node handled?
After repeated attempts, the request is abandoned.
PROCESS MONITORING :

What type of interprocess communication is provided?
Unsynchronized communication.

How are task graphs resulting from additional work requests handled?
The new task graph is kept separate.
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taken in Medusa which assigns a control component to each type of resource and

maintains information concerning a particular type of resource in a single

location.

Thus, when resource availability information is required, a resource
needs allocation, or a resource needs deallocation, it is only necessary to
determine the type of the resource in order to determine the proper control
component to perform the desired operation. This is in contrast to XFDPS.1

and XFDPS.Z2 both of which require a search for the correct component.
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SECTION 9

THE EVALUATION OF THE MODELS

9.1 EVALUATION PLAN

As stated earlier in this report, it was planned from the initiation of
this survey of control models that it would be followed immediately by an
evaluation study of the various models identified or developed. It was also
anticipated that this evaluation would cover both the quantitative and

qualitative aspects of the various models.

To support the quantitative evaluation of the various forms of system

control, a distributed control model simulator is being developed.

9.2 EVALUATION CRITERIA

A number of evaluation criteria have already been identified. The

tentative list is summarized in Table 9.
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Table 9., Possible Evaluation Criteria for
Distributed Control Models

RESQURCE UTILIZATION
Memory Space Utilization
By the Control Algorithm
Complexity
Redundancy
By the Control Information
Time
Local Processing Time
Communications Delays
Delays in Work Initiation
Communication
Complexity
Quantity

PERFORMANCE
Throughput
Response Time
Bottlenecks

SYSTEM FLEXIBILITY
Reconfiguration Potential
Modularity
Logical Complexity
Maintainability
Problem Partitioning and Algorithm Design

FAULT~-TOLERANCE
Detection
Recovery
Extent to Which Processed Work Can Be Recovered

PROIECTION

Privacy
Security
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